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Abstract. Clustering of handwritten digits is carried out for sixty thousand
images contained in the training sample of the MNIST database. For clustering,
the Kohonen neural network is used. For each handwritten digit, the optimal
number of clusters (no more than 50) is determined. When determining the
distance between objects (images of handwritten digits), the Euclidean norm is
used. Checking the correctness of building clusters is carried out using data from
the test sample of the MNIST database. The test sample contains ten thousand
images. It is concluded that the images from the test sample belong to the
"correct digit" cluster with a probability of more than 90%. For each digit,
an F-measure is calculated to evaluate the clusters. The best F-measures are
obtained for digits 0 and 1 (F-mean is 0.974). The worst values are obtained for
the number 9 (F-mean is 0.903). A cluster analysis is also carried out, which
allows drawing conclusions about possible errors in recognition by the Kohonen
neural network. Intersections of clusters for images of handwritten digits are
constructed. Examples of intersections of clusters are given, as well as examples
of images that are incorrectly recognized by the neural network.
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Introduction

Handwriting recognition is a complex task that has not yet been
fully resolved. The use of artificial intelligence in handwriting recogni-
tion significantly speeds up the process of its processing. One of the
problems in pattern recognition by neural networks is related to the
categorization of data. Data in the wrong category means incorrect
information, which leads to errors. Image clustering is one of the effective
approaches to solving this problem [1].

Pattern recognition acts as the main step to achieve clustering as
this process analyzes the structure and vector value of each character
in the dataset. For example, a consensus clustering algorithm for a set
of handwritten digits was proposed in [2]. Robust continuous clustering
was described in [3]. An algorithm to improve classification efficiency
in recognizing handwritten digits was proposed in [4]. The c-means [5] and
k-means [6,7] approaches, as well as various neural networks, are often
used to cluster handwritten digits. For example, in [8], handwritten letters
were grouped using a Kohonen neural network. Different approaches for
clustering: partition-based clustering, hierarchical clustering, density-based
clustering, and mesh-based clustering were described in [9]. One of the
most popular clustering algorithms, k-means, was described in [10]. Using
this method, an accuracy of approximately 90% was achieved. In the case
of large dimensions, subspace clustering [11,12] can also be used.

In the present work, clustering of handwritten digits from the MNIST
database is performed using the Kohonen neural network. The basis
for our study was the results of the article [13], in which the clustering
of handwritten digits was carried out, three clusters were selected for each
digit, and it was shown that, due to the large size of the clusters, the
digits from the test sample have a low hit in "their" clusters. Below, the
number of clusters for each digit is chosen different, but not exceeding 50.
The limitation of the number of clusters to 50 is due to the further use
of clustering results for the Hopfield neural network, which has a limit
on the number of input objects (clusters) [14]. To estimate the distance
between images of digits, it is possible to use various metrics [15,16], and
we used the Euclidean norm. To assess the accuracy, a test sample of the
MNIST database was taken, cluster intersections were determined, and
F-measures were calculated for each digit.
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Table 1. The number of images of each digit in the training
and test samples from the MNIST dataset.

Digit Training Set Test Set

0 5923 980
1 6742 1135
2 5958 1032
3 6131 1010
4 5842 982
5 5421 892
6 5918 958
7 6265 1028
8 5851 974
9 5949 1009

1. MNIST Dataset

The MNIST database and its extensions are widely used to test
various approaches to pattern recognition [17,18], clustering [19], and
other algorithms [20–22]. Many algorithms are tested against this database.
For example, in pattern recognition, MNIST-based k-nearest neighbor
methods give an error of 5%, convolutional neural networks less than 1%,
and a multilayer perceptron about 2–5% depending on training methods
and the number of layers.

The MNIST dataset is a database of handwritten digits that contains
60,000 images of digits in the training set and 10,000 images in the test set.
Table 1 contains information on the number of images of each digit in the
training and test sets. Each image in this dataset is represented in two
forms: as a label and as a vector of pixel values, and is normalized by size.
Each image is 28 by 28 pixels. The pixel value ranges from 0 to 255, where
0 is a black pixel and 255 is a white pixel.

2. Kohonen Neural Network

The Kohonen network is a special type of neural network for solving
the clustering problem. It uses "unsupervised" learning and consists of a
single layer of customizable weights. The weights of the neural network are
changed in such a way that the vectors belonging to the same cluster drive
the same output neuron [23]. The architecture of the Kohonen neural
network is shown in Figure 1.

The outputs zj of the Kohonen neural network are calculated via the

http://yann.lecun.com/exdb/mnist/
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Figure 1. Kohonen Neural Network Architecture.

formula

zj =

N=784∑︂
i=1

wijxi,

where xi are the inputs of the Kohonen neural network. Each image
in the MNIST dataset has a size of 28×28, which means that the number
of neurons in the Kohonen network will be 28× 28 = 784. The weights wij

are the centers of the clusters and participate in learning. Below is the
Kohonen neural network training algorithm:
(1) The input vectors xp are normalized.
(2) The values of the weights wij are chosen randomly from the vectors

of the training set. This is due to the fact that in the case of an
uneven distribution (if the weights are filled randomly), the weights
may be located far from the input vectors and, for this reason, not
take part in training.

(3) Distances between input vectors xp with coordinates xp
i and weights

wj are calculated using the following formula:

Dj =

N=784∑︂
i=1

((xp
i − wij)

2)1/2.

A winning vector, i.e. a vector wj whose distance Dj to the input
vector xp is the smallest, is chosen.

(4) The coordinates of the winner vector selected in the previous step are
changed according to the formula below, where θ is the learning rate:

wl = wl + θ(xp − wl).

(5) Steps 3 and 4 are repeated for all vectors xp.
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The values of θ at each iteration are determined via the formula θ = αθ,
where α < 1. If θ > ϵ, then transition to step 3 is carried out, and
again after passing through all the input vectors, the weights are adjusted.

3. Number of clusters of each handwritten digit

The main problem with clustering handwritten digits is that all people
have different handwriting, which means that the same digit can be written
in different ways. Using the MNIST dataset as an example, one can see
that there are many ways to write the same digit. The numbers have their
own specific writing features, for example, the number 1 can be written
with or without a slope. Each digit has a different number of such features.
For this reason, the number of clusters into which a set of images must be
divided for each digit may be different.

The number of clusters into which the input images must be divided is
unknown. It is necessary to determine the optimal number of clusters for
each digit. For automatic clustering, we will use the following algorithm
[24]:
(1) Based on the Euclidean metric, we calculate the squared distances

between all vectors in the training set. From the obtained values, we
calculate the elements of the distance matrix

d2(xi, xj) = ∥xi − xj∥2 =

N∑︂
i=1

(xi
l − xj

l )
2.

(2) Let us determine the maximum value of the elements of the matrix
built at the previous step. This value is the maximum distance
between all vectors: max(d2(xi, xj)).

(3) Let us give a definition to the allowable distance between vectors
located in the same cluster, it is defined as a fixed percentage of the
maximum distance between vectors.

(4) We choose an arbitrary ith column of the matrix (vector xi). Then
we mark all elements of the column with values less than allowed
values as elements of the same cluster (row numbered j). We ignore
the ith column, as well as all the jth columns.

(5) If the matrix is not empty yet, then transition to step 4 is carried out.
Figure 2 shows how the optimal number of clusters changes depending

on the given percentage described in step 3. Let us build such a dependence
and check for each digit.

Analysis of the obtained dependencies showed that they are the same
for all digits. It is obvious that the smaller the percentage of the maximum
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Figure 2. Dependence of the optimal number of clusters on a
given percentage of the maximum distance.

Table 2. Optimal numbers of clusters for each digit.

Digit Number of clusters

0 39
1 49
2 30
3 47
4 28
5 33
6 49
7 29
8 38
9 28

distance between the vectors, the more clusters into which it is necessary to
divide the sample.

Let us examine how many clusters need to be selected, provided
that their number does not exceed 50. We will select a fixed percentage for
each indicator separately in the range from 65% to 70%. As a result, we
obtain the number of clusters for each digit, which is shown in Table 2.

After determining the optimal number of clusters for each digit, we use
the Kohonen neural network to find the clusters themselves.

4. Clustering with a Kohonen Neural Network

Let us carry out clustering of sixty thousand images of digits by the
Kohonen neural network. The optimal parameters for network training
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Figure 3. Percentage of digit images that fall from the test
sample into its cluster.

Table 3. F-measure for clusters.

Digit Recall Precision F-means

0 0.97 0.97 0.97
1 0.96 0.99 0.98
2 0.97 0.94 0.95
3 0.96 0.94 0.95
4 0.94 0.93 0.93
5 0.94 0.96 0.95
6 0.97 0.98 0.97
7 0.95 0.93 0.94
8 0.95 0.93 0.94
9 0.89 0.92 0.91

were obtained experimentally and have the following values: α = 0.96,
ϵ = 0.02, θ = 0.6.

Let us check the correctness of building clusters on a test data set. To
do this, based on the MNIST test sample, we analyze the number of image
vectors that fell into "own" cluster. Let us determine the distance from
each image vector of a digit to all the resulting clusters for each of the
digits. If the image vector is closest to the cluster that belongs to the
group of clusters for the same picture, then we consider that the vector is
in "own" cluster. Figure 3 shows the percentages of images from the test
sample that fall into the clusters of their digits.

In addition, to analyze the accuracy of the results of clustering by the
Kohonen neural network, we calculate the F-measure (see Table 3).
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5. Cluster intersections

Now let us analyze the intersection of clusters with each other. By ex-
amining the intersections of clusters, one can answer the question of whether
clustering using the Kohonen neural network is suitable for pattern
recognition. It is obvious that the less intersections of clusters with each
other, the more accurate the recognition.

The main problem with pattern recognition (and clustering) is that there
are “infinite” ways to write the same digit. This leads to the fact that either
the number of clusters increases significantly or the size of the clusters
themselves increases. There is also another problem: different numbers are
written in a similar or even almost identical way. This means that in the
case of a small number of clusters, it can be expected that the clusters, due
to their large size, will have multiple intersections with clusters of other
digits.

To find intersections between clusters, it is necessary to determine
how far from the center of each cluster is the digit from the sample. If
the distance to the digit is less than the radius of the cluster, then we
consider that the digit is in this cluster. We examine the intersections
of the obtained clusters with images from the test sample.

• The clusters for digit 0 intersect with the clusters for digits 2 and 5.
• This is due to the fact that these numbers have the same "roundings".
• Clusters for digit 1 have more intersections than other clusters.
• This is due to the fact that the element of digit 1 is contained in the

image of other digits.
• Clusters for digit 2 have significant overlaps with clusters for digits 3

and 8.
• Clusters for digit 3 have intersections with digits 2, 5 and 8.
• Clusters for digits 4 and 9 have many intersections with each other.
• Clusters for digit 5 overlap with clusters for digits 3 and 8.
• Clusters for digit 6 overlap with clusters for digit 2.
• Clusters for digit 7 overlap with clusters for digit 9.
• Clusters for digit 8 overlap with clusters for digits 2 and 9.

Figure 4 shows examples of the charts showing what percentage of the
images of each digit from the test sample belongs to the cluster of the
considered digit. For example, in Figure 4(a), the brick color (top right
sector) shows that 61.64% of digit 1 images belong, in addition to their



Clustering of handwritten digits by Kohonen neural network 249

0 1 2 3 4 5 6 7 8 9
0.00%

10.00%

20.00%

30.00%

40.00%

50.00%

60.00%

70.00%

(a) digit 1

0 1 2 3 4 5 6 7 8 9
0.00%

10.00%

20.00%

30.00%

40.00%

50.00%

60.00%

70.00%

(b) digit 2

Figure 4. Examples of intersections of clusters for digits

own digit 1 cluster, to another digit 1 cluster. Effectively, this means
that 61.64% images of digit 1 belong to two or more clusters of digit 1. If
we move clockwise to the next (gray) sector for digit 2, we see that 49.57%
of images of digit 2 fall in addition to their own cluster, into the cluster
of digit 1.

Also note (this is not shown in the charts) that many images of digit 1
fall into clusters of different digits. An analysis of the intersection results
showed that many images from the test sample of digit 1 fell into the
intersection with images of other digits: almost 23% of the test sample
of digit 1 fell into the intersection of clusters for digit 0; almost 50%— with
clusters for digit 2 and so on. This is due to the fact that elements of the
image of other digits contain the image of digit 1.

For digit 2, the situation is different (Figure 4(b)). There is one large
intersection with clusters for digit 2 (self-intersections are typical for
clusters of all digits) and small intersections with clusters of other digits.
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(a) 0 at the
intersection with 6

(b) 1 at the
intersection with 6

(c) 5 at the
intersection with 3

Figure 5. Examples of digits that are located at the intersec-
tions of clusters

Let us give examples of images that fell into the intersections of their
cluster and the cluster of another digit (Figure 5). In these examples, the
neural network correctly groups the images. In Figure 5(a), the digit was
recognized as 0, but it was in the intersection with the cluster for digit 6.
In Figure 5(b), the digit was recognized as digit 1, but also belongs to the
cluster for digit 6, in Figure 5(c) the digit was recognized as digit 5, but
also belongs to the cluster for digit 3.

Discussions

The main problem with clustering digit images is that the same digits
are written differently. This leads to an increase in the size of individual
clusters or their number. There is also a problem with the fact that different
numbers are written in a similar way. Therefore, in the case of a small
number of clusters, it is expected that due to their large size there will be
intersections of clusters with each other.

After analyzing Figure 4 and Table 3, we can conclude that the
Kohonen neural network can be used for clustering and recognizing
handwritten digits, since a large percentage of digit images from the test
sample fall into the required cluster. Note that digit 9 is recognized as the
worst – the percentage of recognition is slightly more than 90%. Digit 1 is
recognized by the Kohonen neural network in almost 100% of cases.

Other neural networks can also be used to solve recognition problems
[25,26]. Conclusions about the belonging of an image to its cluster can be
used as one of the stages of recognition. For example, clustering can be
used as such a stage in a hierarchical neural network [27,28].

It should be noted that the proposed clustering method for a limited
number of clusters can be used in the problem of recognition by the
Hopfield neural network, since this Hopfield neural network has a limit
on the number of memorized objects (clusters).
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Conclusion

A cluster analysis of handwritten digits from the MNIST database is
carried out using the Kohonen neural network. For each digit, the optimal
number of clusters is determined. Images from the test sample belong to
the correct cluster with a probability of more than 90% for each digit. It is
concluded that clustering can be used to recognize handwritten digits. The
best clustering is obtained for digits 0 and 1 (F-score is 0.97). The worst
clustering is obtained for digit 9— the F-score is 0.903.

Intersections of clusters are determined and it is analyzed which digits
intersect with which clusters. Examples of individual characteristic images
of handwritten digits that fell into the intersections of clusters are given.

The proposed approach can be used to cluster large amounts of data
of various types and complexity.
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