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Abstract. The article examines the use of convolutional recurrent neural
networks (CRNN) for recognizing images of cadastral coordinates of objects
on scanned documents of the «Roskadastr» PLC. The combined CRNN
architecture, combining convolutional neural networks (CNN) and recurrent
neural networks (RNN), allows you to take advantage of each of them for image
processing and recognition of continuous digital sequences contained in them.
During experimental studies, images consisting of a given number of digits were
generated, and a CRNN model was built and studied. The formation of images
of digital sequences consisted of preprocessing and concatenation of images of the
digits forming them from one’s own data set. Analysis of the values of the loss
function and Accuracy, Character Error Rate (CER), and Word Error Rate
(WER) metrics showed that the use of the proposed CRNN model makes it
possible to achieve high accuracy in recognizing cadastral coordinates in their
scanned images.
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Introduction

Recognition of alphanumeric sequences in images is a significant
problem in the field of computer vision and image processing. An effective
solution to this problem is of great importance for the automation and
optimization of various processes associated with the identification and
classification of objects.

In recent years, impressive results in image recognition and classification
have been achieved using deep learning neural networks, especially CNNs.
However, classical CNNs are focused on identifying features of the input
data, which limits their applicability for recognizing sequences of variable
length. To overcome this limitation, the CRNN architecture was developed,
which combines the advantages of convolutional and recurrent neural
networks. The main feature of the CRNN architecture is the combination
of CNN convolutional layers to extract local and spatial features from
images and RNN recurrent layers to take into account context and sequence
information. Convolutional layers allow you to discover important features
of images at different levels of abstraction, while recurrent layers model the
dependencies and sequence of input data [1].

In the most general case, the CRNN architecture consists of three
main components: convolutional, recurrent, and classification components.
The convolutional component contains several convolutional layers that
perform detection and feature extraction from images. The recurrent
component includes recurrent layers of long short-term memory (LSTM) [2]
or managed recurrent units (GRU) [3] to take into account the context
and sequence of the input data. The classification component performs
sequence recognition and classification based on the predictions of the
recurrent component.

This article studies the effectiveness of using CRNN for image
recognition of digital sequences of variable length. In section 1 the need for
research and the formulation of the problem are substantiated. Section 2 is
devoted to the review and analysis of works on the use of CRNN networks
for text recognition and digital sequences. Creating a dataset for training
the model is described in section 3. The formation and study of a CRNN
model for recognizing digital sequences in images is given in section 4.
In conclusion, conclusions are presented based on the results of the research.
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1. Setting the purpose and objectives of the study

The purpose of the study is to develop a CRNN model capable
of achieving acceptable recognition accuracy of cadastral coordinates
on scanned documents of the «Roskadastr» PLC. [4], [5] and [6] describe
approaches implemented in the information system (IS) of this organization
to solving the problem of converting images of cadastral coordinates into
their text counterparts using CNN models. [6] shows the effectiveness
of using CNN for sequences consisting of no more than 4 digits. Based on the
results of studies carried out in [6], we can conclude that when recognizing
a larger number of digits, the structure of the CNN becomes more complex,
while the quality of recognition either remains the same or increases slightly.
Considering that the maximum number of symbolic-digital elements
in cadastral coordinates can exceed 10, one of the expedient and effective
means of solving the problem of their recognition may be the use of CRNN
models.

The goal set in the work can be achieved by solving the following main
tasks:

(1) Formation of a dataset, which consists in preparing a set of images
of elements of cadastral numbers and their annotation (comparison
with the cadastral number); generation of images of cadastral
coordinates for a given number of their digital elements; dividing the
dataset into samples for training and validation.

(2) Formation of a CRNN model – selection of convolutional and
recurrent layers for feature extraction and digital sequence recognition,
respectively.

(3) Model training and analysis of loss function values and accuracy
metrics, CER, and WER.

2. Analysis of the main works on alphanumeric sequence recognition

For the first time, a CRNN model combining convolutional and
recurrent layers for processing images with text sequences is described
in [1]. The advantage of the model is the combination of convolutional and
recurrent layers, which makes it possible to identify both local and global
dependencies in images containing sequences and to implement their
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recognition quite effectively. The disadvantages of the proposed model
include fairly large amounts of data for training and significant time for
recognizing long sequences.

The paper [7] describes a CRNN model that can recognize words
unknown to it using meaningful contextual information. The model is
resistant to various image distortions, does not depend on a predefined
dictionary, and can process arbitrary sentences. The disadvantage of the
model is poor text recognition with low contrast, unclear boundaries, and
distortions, which requires additional image pre-processing methods.

The model from [8] is designed for text recognition in images with
perspective distortion, curved character placement, etc. The proposed
CRNN model is able to provide acceptable readability and recognition
of distorted text and outperforms similar models in recognizing text
with different values of input noise and slope . In addition, the model
demonstrates high accuracy and performance when trained on large datasets.
A disadvantage of the proposed model may be poor text recognition if
noise or deformation greatly changes the shape of the characters, which is
especially noticeable for text with a small font or low resolution.

In the paper [9] the authors apply CRNN to recognize text in images,
focusing on difficult cases such as scenes with poor lighting or low resolution.
They propose a model that uses convolutional layers to extract features
from images and recurrent layers to model sequences from these characters.
The experiments demonstrate high accuracy of text recognition on various
images of text sequences.

A model for multi-level recognition of handwritten text in images is
given in [10]. At the first level, CNN is used to recognize words that
appear frequently in text. If a word is not recognized by this model, it
moves to the second layer, which uses a fully convolutional network (FCN).
An experimental study of the model was conducted using NIST19 as the
training dataset and handwriting as the test dataset and showed quite
acceptable recognition result.

In [11] presented two models for recognizing sequences of digits. In the
first, the encoder and decoder of the sequences are CNN and LSTM.
In the second – histogram of oriented gradient (HOG) and parallel fully
connected (Dense) layers, respectively. Training and testing were carried

https://www.nist.gov/srd/nist-special-database-19
https://keras.io/api/layers/core_layers/dense/
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out on the Street View Number House dataset (SVHN). As a result of the
conducted research, the advantage of CNN in terms of image encoding and
the advantage of LSTM in sequence prediction were shown.

The DIGI-Net deep learning network, which is capable of learning the
common characteristics of three different digit formats (handwritten,
natural images, printed font) and recognizing them, is described in [12].
Experiments conducted on the MNIST, CVL and Chars74K, demonstrated
high accuracy of recognition of continuous digital sequences.

The CRNN model proposed in [13] has a convolutional layer, a feature
fusion layer, a recurrent layer, and a transcription layer. The convolutional
layer used for feature extraction produces two outputs for the input text
image. The feature pooling layer combines the results of the convolutional
layer into one, from which the recurrent layer extracts sequences. The final
result is output by the transcription layer. The proposed model, due to the
fusion of features, realizes better text recognition accuracy on text datasets
Street View Text (SVT), IIIT-5K, ICDAR2003 and ICDAR2013.

In [14] it is proposed to use a hybrid architecture of visual transformers
(ViTs) and multilayer perceptrons (MLP) to recognize handwritten digits.
Conducted research on the EMNIST and DIDA showed good accuracy
in recognizing typewritten digital data, including on noisy images.

Paper [15] proposes a symmetrical multi-scale architecture called
Circular Dilated Convolutional Neural Network (CDIL-CNN), where each
element in the current layer has an equal chance of receiving information
from other elements in previous layers. The proposed CRNN model allows
the generation of classification logits for all elements, as a result of which it
becomes possible to use simple ensemble learning to make the best decision.
Based on the results of testing CDIL-CNN on long sequential datasets, it is
shown that CDIL-CNN allows one to obtain recognition results that are
acceptable in terms of accuracy.

The best approach to forming models for sequence recognition, from
the point of view of the author of this work, is given in [16] and [17]. To
recognize text sequences, it is proposed to use an encoder in the form of a
CNN and a decoder in the form of a bidirectional long-term short-term
memory (BSTM) using connectionist temporal classification (CTC). CTC
is an algorithm used to train an RNN on variable length sequences and

http://ufldl.stanford.edu/housenumbers/
https://paperswithcode.com/dataset/mnist/
https://cvl.tuwien.ac.at/research/cvl-databases/) datasets an-off-line-database-for-writer-retrieval-writer-identification-and-word-spotting/
http://www.ee.surrey.ac.uk/CVSSP/ demos/chars74k/
https://paperswithcode.com/dataset/svt
https://cvit .iiit.ac.in/research/projects/cvit-projects/the-iiit-5k-word-dataset
https://paperswithcode.com/dataset/icdar-2003
https://paperswithcode.com/dataset/icdar-2013
https://www.nist.gov/itl/products-and-services/emnist-dataset
https://didadataset.github.io/) datasets DIDA/
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match them with corresponding labels. In text and digit recognition tasks,
CTC can cope with the problem of their variable length. It allows the
model to predict a variable number of letters or numbers in a sequence
without first separating or aligning them. The CTC algorithm calculates
the probability of the output sequence and recursively updates the model
weights based on the difference between the predictions and the sequence
labels. The effectiveness of the proposed approach is shown on its own
dataset in [16] and on the Arabic letters datasets MADCAT, AHTID/MW
and IFN/ENIT in [17].

3. Creating the dataset

To train the CRNN model and study its operation, our own dataset
was generated.

At the first stage, by analogy with [4], black and white images of ele-
ments of digital sequences were formed using the main fonts of «Roskadastr»
PLC documents. The number of image classes is chosen to be 12 – 10
classes for numbers from 0 to 9, 1 class for delimiter characters «.» and «,»,
and one more for the absence of a character in the sequence. The values
of the last 2 classes are chosen to be 10 and 11, respectively. For each class
of images, 10 and 5 images of 20× 25 pixels were generated for training
and validating the model, respectively.

At the second stage, images of cadastral coordinates were formed,
consisting of 2 digits in the fractional part and from 4 to 7 in the whole.
Simultaneously with the formation of images, their CTC labels were also
formed. All images in the dataset were reduced to the same size of 200× 32

pixels. An example of the generated images of cadastral coordinates and
the corresponding CTC labels is shown in Figure 1.

The dataset thus generated is shown in Table 1 and consists of 24240
and 12240 images of cadastral coordinates and their labels for training and
validation, respectively.

4. Formation and research of a CRNN model

The model was formed using the Keras library. All layers of this
model, in addition to the main CRNN layers – convolutional and recurrent

https://www.openslr.org/48/
https:// www.worldscientific.com/doi/10.1142/9789813229273_0006
http://www.ifnenit.com
https://keras.io/about/
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Figure 1. Examples of images of cadastral coordinates. Their
CTC labels are indicated at the top

Table 1. Number of digital sequences for train and validation

Digits in sequence Train sequences Validation sequences

6 4848 2448

7 5656 2856

8 6464 3264

9 7272 3672

(Conv2D and Bidirectional respectively), are given in Table 2.

The downsampling layer MaxPooling2D reduces the dimension of the
feature space, highlighting the most significant ones.

Layer BatchNormalization normalizes data in mini-batches, which
speeds up training convergence and reduces the likelihood of overfitting. It
also helps stabilize the distribution of activations between layers.

The Dropout layer is a regularizer, its goal is to reduce overfitting by
preventing the activation of randomly selected neurons. This forces the
model to learn more stable features and reduces the contribution of each
individual neuron.

Layer Activation (activation function) applies an activation function
to the output of the previous layer. In this model, this is ReLU, which
activates neurons only for positive values, Tahn – for positive and negative
values and Softmax, generating probabilities for different classes.

The fully connected layer Dense combines all outputs from the previous
layer and applies linear transformations to produce the final model output.
It connects the outputs of all neurons in the previous layer to each neuron
in the current layer and is the main classification layer in neural networks.

https://keras.io/api/layers/convolution_layers/convolution2d/
https:/ /keras.io/api/layers/recurrent_layers/bidirectional/
https://keras.io/api/layers/pooling_layers/max_pooling2d/
https://keras.io/api/layers/normalization_layers/batch_normalization/
https://keras.io/api/layers/regularization_layers/dropout/
https://keras.io/api/layers/core_layers/activation/
https://keras.io/api/layers/activations/
https://keras.io/api/ layers/activations/
https://keras.io/api/layers/activations/
https://keras.io/keras_core/api/layers/core_layers/dense/
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Table 2. CRNN model layers

Layer Activation Filters Input
InputLayer – – [(None, 200, 32, 1)]
Conv2D – 32 (None, 200, 32, 32)

BatchNormalization – – (None, 200, 32, 32)
Activation ReLu – (None, 200, 32, 32)

MaxPooling2D – – (None, 100, 16, 32)
Conv2D – 64 (None, 100, 16, 64)

BatchNormalization – – (None, 100, 16, 64)
Activation ReLu – (None, 100, 16, 64)

MaxPooling2D – – (None, 50, 8, 64)
Dropout – – (None, 50, 8, 64)
Conv2D – 128 (None, 50, 8, 128)

BatchNormalization – – (None, 50, 8, 128)
Activation ReLu – (None, 50, 8, 128)

MaxPooling2D – – (None, 50, 4, 128)
Dropout – – (None, 50, 4, 128)
Conv2D – 256 (None, 50, 4, 256)

BatchNormalization – – (None, 50, 4, 256)
Activation ReLu – (None, 50, 4, 256)

MaxPooling2D – – (None, 50, 2, 256)
Dropout – – (None, 50, 2, 256)
Reshape – – (None, 32, 800)
Dense – – (None, 32, 25)

Bidirectional Tanh – (None, 32, 320)
Bidirectional Tanh – (None, 32, 320)

Dense – – (None, 32, 12)
Activation Softmax – (None, 32, 12)

The Lambda layer allows you to define your own lambda function for
non-standard data transformation, for example, changing its dimension.
In the generated model, it is used in conjunction with ground-truth labels
used for recognition tasks of continuous sequences. During the training
phase, these labels are matched and compared with the ground truth labels,
resulting in an error that is used to optimize the model.

The structure of the CRNN model is shown in Figure 2. To train it,
the backpropagation method with the optimizer Adam was used.

https://keras.io/api/layers/core_layers/lambda/
https://keras.io/examples/vision/handwritten_recognition/
https://keras.io/api/optimizers/adam/
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To assess the quality of the model and its ability to solve the problem,
the values of the loss function and accuracy metrics, CER, and WER were
calculated. The loss function (Loss) measures the difference between
the actual (true) label values and the values predicted by the model.
In Figure 3 shows the model losses for 9 training epochs. This number
of training epochs was found experimentally and is optimal.

The accuracy metric (Accuracy) measures the proportion of correct
predictions made by the model relative to the total number of examples. It
evaluates how well a model can classify or predict the correct class or value
for a given set of data, Figure 4.

The numerical values of the loss functions and accuracy metrics for the
train and validation sets at each of the training epochs are given in Table 3.

Calculating loss function values and accuracy metrics is a common
approach to assessing the quality of neural network models. For models
focused on sequence recognition, two more are calculated – Character Error
Rate (CER) and Word Error Rate (WER). Both metrics are used to
comparatively evaluate different recognition systems and analyze their
accuracy.

https://keras.io/api/losses/
https://keras.io/api/metrics/accuracy_metrics/
https://torchmetrics.readthedocs.io/en/stable/text/char_error_rate.html
https://torchmetrics.readthedocs.io/en/stable/text/word_error_rate.html
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Table 3. Numerical values of Loss and Accuracy

Loss Accuracy
Epoch Train set Validation set Train set Validation set

0 22.7430438 20.4115753 0.0000000 0.0000000
1 16.3242683 20.5168876 0.0000000 0.0000000
2 5.3856644 2.9053363 0.0000000 0.0000817
3 0.8966413 0.6119849 0.2904703 0.6136437
4 0.2865071 0.1913659 0.9022276 0.9521241
5 0.1421806 0.1023578 0.9807755 0.9866012
6 0.0855829 0.0680020 0.9928630 0.9919934
7 0.0573494 0.0432046 0.9958745 0.9959967
8 0.0411685 0.0314824 0.9980198 0.9982843

0 2 4 6 8

0.7

0.8

0.9

1 Train set

Validation set

Epoch

C
E

R

Figure 5. Character recognition accuracy
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Figure 6. Word recognition accuracy

CER allows you to evaluate the accuracy of a model’s recognition
of individual characters. The dependences of the values of this metric for
the training dataset and the validation dataset on the training epoch
number are shown in Figure 5.

The accuracy of recognition of whole words by the model can be
assessed by the WER metric. The dependences of the values of this metric
for the training dataset and the validation dataset on the training epoch
number are shown in Figure 6.

The numerical values of the CER and WER metrics for the train and
validation sets at each training epoch are given in Table 4.

The results of recognition by the model of several cadastral coordinates
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Table 4. Values of the CER and WER metrics
CER WER

Epoch Train set Validation set Train set Validation set
0 0.6388888 0.6388888 0.0000000 0.0000000
1 0.6594093 0.6603758 0.0000000 0.0000000
2 0.9491560 20.9041156 0.7390676 0.4186274
3 0.9908536 0.9816210 0.9576320 0.8828431
4 0.9976399 0.9960001 0.9887788 0.9794117
5 0.9987451 0.9981072 0.9940182 0.9900327
6 0.9993949 0.9989787 0.9970297 0.9953431
7 0.9996046 0.9995132 0.9981435 0.9977942
8 0.9998040 0.9998400 0.9992161 0.9994281
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Figure 7. Results of recognition of cadastral coordinates.
One of the coordinates was recognized with an error

of 6, 7, 8, and 9 digits, respectively, from the test dataset are shown
in Figure 7.

The model proposed by CRNN was implemented in the IS «Roskadastr»
PLC and, as the results of its experimental study showed, the accuracy
of recognition of individual symbols and cadastral coordinates as a whole
was 99.98% and 99.94%, respectively. Images of cadastral coordinates
were extracted from the scanned document according to the coordinates
generated by the contourization subsystem of this IS. The general principles
of operation of this subsystem are described in [4].

Conclusion
The article studies the use of CRNN architecture for the task of recog-

nizing images of cadastral coordinates. Based on the results of training the
model, graphs of the loss function (Loss) and accuracy (Accuracy) were
constructed. The graphs showed that the model converges successfully and
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is capable of achieving high accuracy in recognizing cadastral coordinates.
To assess the quality of the model, the CER (Character Error Rate)
and WER (Word Error Rate) metrics were used, which made it possible
to measure the percentage of errors at the character and word levels,
respectively. Based on the results of experimental studies, we can conclude
that the model is capable of recognizing cadastral coordinates with a high
level of accuracy and a minimum number of errors. As a result, the
use of the CRNN model will significantly improve the efficiency and
reliability of geospatial analyzes and decision making. Future research
could focus on expanding the dataset, including different font types and
styles, training the model on more diverse data, and investigating the
effectiveness of CRNN for other recognition and classification tasks. It is
also possible to use additional data preprocessing or augmentation methods
to improve the accuracy of the model.
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