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AnnoTauns. OG630p MOCBSAIEH OCOOEHHOCTSIM MUKPOAPXUTEKTYPbI U IPOU3BOJIUTEIBHOCTHA
nporeccopos Intel Xeon — macurrabupyeMbIx IpPOIEeccopoB 4-ro MoKojeHus: (C MUKPOAPXUTEKTY POt
Sapphire Rapids-SP, ganee Xeon SPR), 5-ro nokosiennsi (Emerald Rapids-SP, nasnee Xeon EMR), u
pasubix kKJyaccoB nporeccopoB AMD EPYC apxurekTypbl Zen 4, a TaK»Ke BBIUUCIUTEIbHBIM
cucreMaMm Ha UX OCHOBe. AHaJU3upyIOTCs AaHHble 0 Mogeasx Xeon SPR (u Xeon SPR ¢ namsaTbio
HBM, To ectb Xeon Max), Xeon EMR u npoueccopax AMD EPYC 9004 (xoTst npuBe/IeHbl 1
kpaTtkue nanasle o EPYC 8004 u 4004).

DTHU IPOLECCOPBI OTHECEHBI B 0630pe K yciaoBHoMy 4-My nokosiennio Xeon u EPYC. Conocrasienus
NPOBOJATCSI U C MacIITabUpyeMbIMH IpoleccopaMu Xeon 3-ro nokosienusi — Ice Lake-SP (nasee
Xeon ICL), Cooper Lake-SP, ¢ AMD EPYC c apxurekrypoii Zen 3 (Milan), a Tak»e uHorzga c
nporneccopamu ARM-apxurekrypst u GPU.

Kpatko obcyxaatorcst cpejcra paspaborkn nporpamM (SDK) asist mporeccopos 4-ro moKoJeHns,
MMeIOIe BayKHOe 3HAYEHHe MJIsI JOCTHUIAaeMON MPOU3BOAUTEIBHOCTH. B CBA3M C IPUMEHEHHEM
YUIIETOB UaU ucnosb3oBanuem HBM-namsaru B paccmarpusaembix nporeccopax AMD u Intel
ocoboe BHUMaHUE obpalaeTcs Ha nojaepkuBaemblie BapuanTsl NUMA.

AHanusupyercs Tak>Ke alllapaTHas IIOAJEPXKKa CPeAcTB obecredennsi 6€30IaCHOCTU JIsl 3a1a4
BHUpTyaJiu3allui, KOTOpbIe Tellepb 9acCTO IIPUMEHAIOTCA U B O6JIaCTl/I BBICOKOIIPDOU3BOJUTEJIbHBIX
peraucienuit (HPC).

JlaHHBIE O IPOU3BOAUTEJILHOCTH B 0630p€ OXBATBHIBAIOT MIMPOKUH CIIEKTD 06siacTeil IpUMEHEHUs,
XapaKTEPHBIX [JIsI CEPBEPOB ¢ 3TUMHU Iporeccopamu. Ho ocHoBroe Buumanue yuesnsiercs HPC u, B
MeHbIIeil crenenu, 3agadam M.

PaccmaTpuBaemblie IpOIeCcCOPbl AaHAJIU3UPYIOTCH C TOUYKH 3PEHUs] IOCTPOEHUsI ¢ HUMHU MOMOI€HHBIX
HNJIN CoZepzKalliux GPU reTepOreHHbIX CepPBEPOB U BBIYUCJIINTEJIBHBIX CUCTEM Ha NX OCHOBE
(KJ1aCTEPOB M CYNEPKOMIILIOTEPOB).

Amnasmsupyercsi Tak»Ke HadaJbHasi HH(OpMalust o HoBelimmux npoueccopax Intel Xeon 6 Granite
Rapids u AMD EPYC Zen 5 Turin, BKJIo4asi nepBble JaHHbIE 06 UX MTPOU3BOIAUTEIHLHOCTH.

Ciestanbl BBIBOJBI ODIEro XapakTepa O COCTOSIHMM M O0pPa30BaBIIMXCS TEHAEHIIUAX DA3BUTUS
TaKUX MPOIeccopoB x86. (3dect moavko pyccroA3vbHaA Macmb 0PULUHAALHOT 08YA3BUHOT
cmamow)

Kntouesbie cnosa n dpasel: x86, Zen 4, Genoa, Bergamo, Zen 5,Turin, Sapphire Rapids, Xeon
Max, Emerald Rapids, Xeon 6, Granite Rapids, mukpoapxurekrypa, npounssoguresbuocts, HPC,
U, cynepkoMIIboTEpHI
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Beepenne

Cospemennbie mporeccopsbl x86-64 ot Intel w AMD no-nipexkaemy ocrarorcst
HanboJIee PACIIPOCTPAHEHHBIME CEPBEPHBIMHU MTPOIECCOPAMU B MUDPE JIJIs CAMBIX
pasHbIX obJiacTeit mpuMeHeHusi. B obiacTi CymmepKOMIBIOTEPOB 9TO JIETKO
ysuzers u3 ciucka TOP500 [1]. D10 2Kke nmeer MecTo u i Beex obiiacreit
BbICOKOIpon3BoAuTesbHbIX Borauciaenuil (HPC) u VU, xors sy Takux 3a1a4
mporieccopbl X86-64 oveHb aKTUBHO MCIOJb3YIOTCSA TAKXKE B T€TEPOTeHHBIX
cepeepax cosmectHo ¢ GPU [2]. Cpenn Tex obmnacreit, B kotopeix GPU
[O-TIPEXKHEMY He MPUMEHSIOTCs, yKA3bIBAIOTCS, HAIIPUMED, U 33JIa4H sIePHON
GesonacuocT 3.

Jljist yTodHEeHUsT CpaBHUTEIBHBIX MOKA3aTe/ell MTPON3BOIUTETBHOCTA TAKIX
uporieccopos u GPU nosesno cpady marh wimocrpanuio. Hanpumep, B [4]
[OKa3aHO, YTO Ha JIBYXIporeccopHoil (2P-) cucreme c Intel Xeon Platinum
8480+ mpm yMHOYKEHUM KBaJIPATHBIX MATPUI PA3HBIX PA3MEpPOB JOCTUTAETCS
[IPOM3BOINTEIBHOCTD, 0O9€Hb O/m3Kast K moaydaemoir Ha ogaom GPU Nvidia
A100 6e3 ucnob30BaHUs TEH30PHBIX s/iep, HO 3Hepronorpedaenne GPU
ropasJio HUXKe.

Ho coBpemeHnHbBIE CYIIEPKOMITBIOTEPHI YACTO CTPOSITCS U HA TOMOTEHHBIX
y3Jiax 6e3 npuMenerusi yckopureseit. 113 50 caMbIX MOIHBIX CYyIEPKOMITBIOTE-
poB HostOpbekoro crmcka TOP500 2023 rona [5] Ha roMoreHHBIX cepBepax
¢ nponeccopamu x86-64 ot Intel 1 AMD nocrpoeno 22%, B ToM 4ucie ¢ npuMe-
HEHUEM HOBEHIINX IIPOIeCCOPOB YETBEPTOrO MTOKOJIEHNSI, PACCMATPUBAEMBIX
B JlaHHOM 0030pe. XOTsl IOsIBJIEHNE CYIIEPKOMITBIOTepoB ¢ HoBeitmumu GPU
YMEHBIIIIO 3Ty HOJI0 B HIOHbCKOM crimcke TOP500 2024 ropa mo 14%,
B TOP500 nostBJISIFOTCST ¥ HOBBIE CYIIEPKOMITBIOTEPHI ¢ TOMOT'€HHBIMU Y3JIaMU.

B 0630pe anaan3upyoTcs TOIBKO cepBepHBIE MPoreccopbl x86-64, onn
OyIyT majee jisd KPATKOCTH MMEHOBAaThCA pocTo x86. [lox mokomenusimu
porteccopoB x86 majee nogpasymenaiorcs nokosenus AMD EPYC Zen-
APXUTEKTYP U MACIITAOMPYEMBIX IIPOIECCOPOB Xeon.

B ugacraoctu, AMD EPYC Zen 4 u macurrabupyembie IIPOIeCCOPbl Xeon
“eTBepTOro u msToro mokosenus (Xeon SPR n Xeon EMR), KOTOPBIM jraiee
YZEJIeTCsl OCHOBHOE BHUMAHUE, OTHECEHBI K YCJIOBHOMY YETBEPTOMY ITOKOJICHUIO
x86.

JuaupyromumMu mo ukoBoit npoussomureabuoct (14 TFLOPS ajua FP64)
B Mupe cerogst craiau Kuraiickue RISC-nporieccoper SW39000 [6], HO oHM
OPHEHTUPOBAHBI B OCHOBHOM Ha CYTIEPKOMIIBIOTED Sunway.

B mupe pacmmpsiercst npumenenne cepsepabix ARM-mporieccopos, Ho orn
HE JOCTHUIJIN YPOBHS OJTHO3HAYHOTO OIepeKeHus X80 110 MPOU3BOIUTEILHOCTH,
9TO UMeJIO MecTO U npu nossiaennn Fujitsu A64FX [7]. B ocaosnom ARM
KOHKYpUDYIOT ¢ X86 110 9HeproaddeKTUBHOCTH (OTHOIIEHUIO IPOU3BOIUTEILHO-
CTHU K 9HEPTONOTPEOIIEHNIO) U IPH MCTIOIB30BAHUA O0IaTHON TEXHOIOT N
(cm., mampumep, [8-10]), xorst yerexu ARM Habromannch 1 B OTHOIIEHUH
CTOMMOCTB / IPOU3BOUTENHHOCTE (CM., Harmpumep, [11]).
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ITIpumenenne HOBBIX cepBepubIx ARM-mporieccopos B8 HPC moruio 661
HAYATH PACHIUPITHCS 38 CUET UCIOJIb30BAHUST BHICOKOITPOM3BOIUTETLHBIX
ARM-mporeccopoB Ha Oaze apxurekTypbl Neoverse V2, HO KpoMme 72-siIepHOIO
Nvidia Grace B rereporennbix cucremax ¢ GPU Nvidia H100 u H200 (cM.,
HalpuMep, JaHHble [2,12]) K MOMEHTY HaIMcaHus 0030pa MU3BECTHO TOJBKO
0 96-smepaom Amazon AWS Graviton 4, a jaHnbIe, JeMOHCTPUPYIOIIHE
WX CYIIECTBEHHBIE YCIEXU B IMPOU3BOJUTEILHOCTU TI0 CPABHEHUIO ¢ X806,
IPAKTUIECKH OTCYTCTBYIOT.

WNurepecnoe comocrapimenne mukpoapxutekTypbl ARM Neoverse V2
B Nvidia Grace Superchip u paccMaTpuBaeMbIX B 0030pe IIPOIECCOPOB X86
nposeniero B [13], roe ormeuaercs copesrosanme Nvidia, Intel w AMD B ronke
3a jryumnit mporeccop. OTHAKO COOCTABIEHUE TPOIECCOPOB Y€TBEPTOrO
nokosienust Intel # AMD ¢ ARM B npakTudeckoM IjlaHe MHTEPECHO Ha OCHOBE
peaIbHOl TPOU3BOJUTELHOCTH, & HE Ha OCHOBE CODCTBEHHO MUKPOAPXUTEKTYPHI,
U JIAHHBIE B TOM 4uciie U u3 [13] roBopsar o 4eTKoil KOHKYPEHTOCTIOCOGHOCTH
Grace B ocnoBHOM 1151 cepBepos ¢ GPU, rie Baxkma 0ojiee BbICOKAsT IPOILYCKHAST
cniocobHocTh namMsitu st Nvidia Grace—3a cuer npumeHeHusi 6ojiee 10poroi
namsru LPDDR5X (ecin se yunteiBars Xeon Max ¢ emie 6osiee qoporoit
HBM).

BazkHoii Tak»Ke OGbIBaeT 3aja4a ONTUMAJIBHOIO BEIOOPA IIPOIECCOpa JJIst
crrenuUIeCKUX IPHIIOXKeHuit [14].

JInsiepcTBo 1poreccopoB X86 MO0 MPOU3BOIUTETHHOCTA OTHOCUTEIHHO
JIDYTHUX IIPOIIECCOPOB HE MMEET OTHOIIEHNS K IIPEUMYIIECTBAM MU HEJOCTATKAM
CISC mo cpasuenuto ¢ RISC, mockosbky ammaparypa x86 JaBHO IEPEBOIUT
cBou KoMaH bl ¢ ISA x86 B mukpoonepaiun RISC-apxurekTyphl, KOTOpbIE 1
BBIIOJIHAIOTCsE [15,16]. DT0oT harT MOKHO PACCMATPUBATD KAK IIOATBEPXKICHIE
npenmyiecrsa RISC, kak u venasaee APX-pacmmpenne ISA Intel [17], rie
Oy/leT IpUMEHAThCsT cKopee xapakreproe st RISC GoJibiniee 9uciio perucTpos
00ITIero Ha3HAYEHMS U KOMAHJIbI, pADOTAOIINE C TPEMsI PErUCTPAMHU.

Ho peassHo Ha BHeOUepeanyio (000, Out-of-Order) o6paboTky KoMaHI
cerofHsi TpedyeTcs BeChMa MHOI'O allllapaTypPhl B KaXKI0M siipe mporeccopa. s
000 Hy»KHa anmapaTHas I0JJePXKKa [IJIAHMPOBAHUSI UCIIOJTHEHUS IIOC/IELYFOIIIX
KOMAH/I Ha CBOOOHBIX HUCIIOJTHUTEIBHBIX OJI0KAX, IIPEICKA3AHIE [IEPEXOI0B
U JIpyTue KOMIIOHEHThI (DPOHT-9HJ] YaCTU COBPEMEHHBIX CYIIEPCKAJISIPHBIX
IIPOIIECCOPOB, JAIOIINE BO3MOXKHOCTH OJHOBPEMEHHO BBIIIOJIHATH IO Mepe
JOCTYITHOCTH UCIIOJIHUTEIbHBIX OJIOKOB MaKCUMAJBHO BO3MOXKHOE YHUCJIO
koMmam1. Ha 310 yxoauT 60/bIie pecypcoB, €M TpeOyeTCsT M3-3a Pa3TuInii

CISC u RISC.

[HostBuBmmecst ouens masHO auckyccun Ha Temy RISC vs CISC akruBusu-
poBasmch Bo Bpemst nosteyieanss ARM [18-20], 1 mOHBIHE TIPOIOIIKAIOTCS 1
B Internet. O daxrTuueckoit «mpenedbpexkumoctus npenmyinecrsamu RISC
mmn CISC rosopusocs yxke gasuo [20]. ITo MHeHHIO aBTOpA, JUIst 33181
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MaKCUMU3AIUU IPOU3BOIUTEIHHOCTH B HACTOSAIIEE BPeMst GoJiee CrpaBe [IuBOi
ABJIAETCsI TOYKA 3peHus O npeHedOpexxkmMoctu oTimdns mexay RISC u
CISC-apxuTeKTypaMu 110 CPABHEHUIO C MCIIOJIb3yeMbIMI COBPEMEHHBIMU CJIOXK-
HBIMU peaM3arusiMi (PPOHT-3H/] YACTH COOTBETCTBYIOIIUX CyTIEPCKAJSIPHBIX
MUKDOIIPOIECCOpoB (cM., Hanpumep, [21]). Baxnee MOryT oKazarbes OTIAYUs
COBCTBEHHO UCIIOJHUTENBHBIX YCTPOWCTB PA3HBIX apXUTEKTYD IPOIECCOPOB.

TIpenmyiiecTBa cOBpeMeHHBIX MoOjeseil X86 Ceromms CBA3aHbI ¢ UX
peajin3aryeil Ha ypOBHE MUKPOAPXUTEKTYPhI, BBICOKMM YPOBHEM HCIIOJIb3yEeMOit
B HUX ITOJIyTPOBOJTHUKOBOM TEXHOJIOIMU U MACCOBBIM O0BEMOM MOCTABOK,
JaroImx (DMHAHCOBBIE BBITOJbI. VIHTErpajbHO TJIABHOE, HA YTO OPHUEHTUPYETCS,
nanpumep, AMD ¢ Touku 3peHus: (PPOHT-3H] YACTHU sIPA— ITO POCT BEJIMIMHBI
IPC (instructions per clock). B mokmamax AMD [22] nian coBpeMeHHBIX
nokymentax AMD no Zen 4 [23] Ha dpoHT-9H1 BOOGIIE 06paIaeTcs [0BOJILHO
MAaJI0 BHUMAHWS: W3MEHEHUSI B MCIIOJHUTEIBHBIX YCTPOUCTBAX, BBICIIHE
YPOBHU MepapXuu MaMsTH, U MEXKCOeIMHEHNs siJIEP U [IPOIECCOPOB BasKHEE.
B 0630pe dpouT-3H1 gacTH mporeccopoB X86 TakKe OYIET pacCMaTPUBATHCS
OTHOCHUTEJIHHO KOPOTKO.

CaMbIM DKM [OKA3aTeJIeM COBDEMEHHBIX CEMEHCTB CEPBEPHBIX MTPOIIECCO-
POB TIOXKAJYI SIBJISIETCST OOIBITOE KOJUIECTBO UCIOIB3YeMBIX TaM siiep. B Xeon
SPR ux muanmyMm 8. B Xeon EMR ux e menbine 16, kak u B8 EPYC Zen 4 cepuu
9004. s pana 3aja49u U MPUJIOKEHUN He TPeOyeTCs: TAKOr0 KOJIUMIECTBA
sanep. Ha coBpeMeHHBIX cepBepax, Kpome OOBIKHOBEHHOIT BO3MOXKHOCTH
OJTHOBPEMEHHOTO BBITIOJTHEHUST HECKOJIBKO MPUIIOXKeHHiT B pamKax ojuoit OC,
IIIMPOKO IIPUMEHSAIOTCS BO3MOYKHOCTU BHPTYAJU3AINN, [IJIT 9er0 B IIPOIECCOPAX
HCIIOJIB3YIOTCS W CIIENUAJIbHBIE allllapaTHBIE yCOBEPIIEHCTBOBaHUSL. BupTyasu-
3arus U 00JIaYHbIE TEXHOJIOTUN CTAJIN AKTUBHO IIPUMEHATHCA U JJId 33189
HPC. Cornacuo [24], B He MeHee yeM 48 CylepKOMIBbIOTEPAX, 3AHUMAIOIIIX
Mmecta ¢ 1 o 172 8 TOP500 (uroub 2022 1.), HCIIOIB3YIOT KOHTEHHEDHI.

O630p naubosee opuenruposan Ha HPC (BK/OUas U CyHEePKOMIIBIOTEPHbIH
YPOBEHbB), B MeHbIueil crenenu— ua U, u eme MeHbIIe — Ha BUPTYAJIU3AIMIO 1
00JiavHbIe TEXHOJIOTUN.

Ipeumymecrsa AMD EPYC no npousBoguTe IbHOCTH B OBJIACTH BUPTYa-
JIM3AIUN U IIPAMEHEHUs OOJIAYHBIX TEXHOJIOTHI (/IS MAcCOBOIO IIPHMEHEHNSI
ue B obsactn HPC u 1), B ToM uncie u Hasy Intel Xeon casanbl ¢ Gombimm
YHCJIOM JOCTYIIHBIX B IIPOIECCOPaX Anep U cHOPMUPOBAIUCH yKe JIeT IATh
Hasal. JlaHHBIX, ZeMOHCTPHPYIOIINX IPEUMYIIECTBa IIPOU3BOAUTEIHLHOCTI
EPYC Zen 2 u Zen 3, nocrarouno muoro. [Tpumep mas HPC — paborst
B obsiactu BeaUCUTENLHON ruapouaavuku (CFD) [25].
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MHOTO COOTBETCTBYIOMIAX JAHHBIX JJIsi MACCOBO HCIIOJIB3YEMbIX ObJacTei
IPUMEHEHUsT STUX CEPBEPHBIX MPOIECCOPOB MOXKHO HANTH, HAPUMED, B PE3YJib-
rarax pasabix OSG (Open System Group)-recros SPEC, sriodas u SPEC
CPU 2017 [26], nin B gannsix cajita OpenBenchmarking [27] gs recros
Phoronix Test Suite (PTS) [28]. IIpenmymecrsa Boimeykaszanubix cepuit EPYC
B 9TUX JIAHHBIX MOYKHO YBUJIETH, HATIPHUMED, COMOCTABJIsAS IPON3BOUTEILHOCTH
CTapINUX MOJesel STUX MOKoaeHui mporeccopoB AMD ¢ aHaJIOrmIHBIMEI
MOJIeJISIME X€0n B COOTBETCTBYIOIINE BPEMEHA, WJIM yIUTHIBAasI OTHOIIEHUE
CTOMMOCTD / IPOU3BOAUTEILHOCTD.

DTO MOJITBEPXKIAETCS PAJIOM COOTBETCTBYIONIUX IIyOIuKanuii Ha caiire
Phoronix (cm., manpumep, [29-31]). Vckimovuenns B OCHOBHOM OTHOCSITCSI
K CIy4asM ¢ akKTHUBHBIM ucrojb3oBarneM AVX-512. Hebosbmast urdopmalms
C COIIOCTABJICHUSIME IIPOM3BOUTEILHOCTH ¢ Xeon TpeThero nokoseHus (Xeon
ICL n Xeon Cooper Lake-SP) u EPYC Zen 3 (Milan) npusogurcst najee Jyist
JIEMOHCTPAIINU TEeHJEHIINI PA3BUTHUSI B Y€TBEPTHIM oKosiennu x86 or Intel
(BrUIIOUAs MacIITabupyeMble IPOIECCOPhbl Xeon IAToro mnokosenus) u AMD,
PACCMOTPEHHUIO KOTOPBIX ITOCBSIIIEH JIAHHBIH 0030D.

YuurbiBast 60JIBIIOE KOJMIECTBO JOCTYIHBIX JAHHBIX O POU3BOJAUTEIHHO-
CTH JIJIg PA3HBIX 0obJacTeil puMeHennst (B TOM 4YHUC/Ie YKA3AHHBIX BBIIIE), HE
orHocsiuecst K obsactsaym HPC u I, coorBercTByIOMTHE TAHHDBIE 00 YIIy IIIeHIN
MIPOU3BOIUTEILHOCTH paccMmaTpuBaeMbix B 0030pe EPYC ¢ apxurekTypoit
Zen 4 n MacmTabupyeMbIX IPOIECCOPOB Xeon YeTBEPTOrO U ISATOrO HOKOJICHHS
OTHOCHUTEJIBHO WX MPEIBLIYINNX TTOKOJEHUN HTIOCTPUPYIOTCS JAJIbIINE TOPA3/I0
6oJiee OrpaHUIECHO.

K kparko paccMarpuBaeMbiM B 0630pe 00JIACTSIM OTHOCSITCS ¥ AKTHBHO
aHAJIM3UPYEMbIE B MTOCJIEHIE BPEMEHA TPODJIEMbI BO3MOYKHOIO HAPYIIIEHUS
6e3orracHocTr. BHrManue K BOIpocaM 0e30IaCHOCTH B IIOCJIE/IHEE BPEMst
BO3POCJIO U B CBSI3U C POCTOM UHCJIA SJIEP B MPOIECCOPAX, COMPOBOXK TABIITIMCS
UCIIOJIb30BAHUEM CPEJICTB BUPTYAJIM3AINN B IPEEIaX Y2Ke OJHOIO IIPOIECCOpa.

[IpoGembr 6€30IACHOCTH UMEIOT MECTO JIJIsT PA3JIMIHBIX HWHTEIPATIHHBIX
cxeM [32]. Apxurekrypa don Heiimana ysa3suma i BO3MOXKHBIX HADYIIEHUI
6esonacuoctu (cMm., HanpuMmep, [33]). B cynepckassipHBIX Iporeccopax,
nopaepzxkuBaromux SMT, 0o0 u 1mIpe/icKa3aHue IIepexoa0B, BO3ZMOXKHOCTH
HapyIIeHHs 0e30[aCHOCTH BO3PACTAIOT U PeaIM3yeMbl Ha IIPOIECCOPAX CaMbIX
pasubix apxurekTyp—x86, ARM, RISC-V [34,35]. EcrecTBeHHO, B IEPBYIO
ouepelib Takasi HMOPMAIHS MOABJIsieTCst Jjisi X86 m3-3a ropasao 6oJibIeit
pacnpocTpaHeHHOCTH (CM., HampuMep, [36,37]).

B uerBeproM mokosieHMn cepBepHBIX mpoieccopos Intel 1 AMD umerorcs
CIIeNUAIbHbIE AllllapaTHBIE CPEJICTBA JJIsl YIIPA3/HEHNST OLPEIETeHHBIX BO3MOK-
Hocreil Hapyinerus: Ge3omacHocTu. B mociieHre BpeMeHa, MosiBJIsieTCsl MHOTO
mybsmkanuii o mpobsiemax 6€30MacHOCTH TPOIECCOPOB U IIPOBOASITCS TIOIPOOHBIE
HCCIIEJIOBAHNSI B TOM YHCJIE U 3TUX HOBBIX cpejicTB (Hampumep, nuist Intel— [38]).
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Ho a1 cpefcrsa B mepByio odepeib OTHOCITCS K BO3MOXKHBIM HAPYITECHUSIM
6e30IIaCHOCTH, BO3HUKAIOINM DU UCIIOJIb30BAHUN CPEICTB BUPTYAJIIM3AINN.
Bo3MoxkHO, 5TH anmaparHble JOpabOTKHA HEe MOTYT TOJIABUTH BCE BO3MOYKHBIE
HapyleHns: 6e30IIaCHOCTU HU B Iiporeccopax Intel, Hu B nporeccopax AMD,
[TOCKOJIbKY ITOSIBJISIIOTCS JIAHHBIE O HOBBIX THUIAX ATaK.

st pazuabix nmokosiennit apxurektyp AMD Zen u Intel Xeon, Britouast u
paccmarpuBaeMoe B 0030pe 9eTBepTOe MOKOJIeHne, HeDEe30IIaCHOCTh BUPTYAJIU-
sarun gemMoHcTpupyetes B [39-44]. Cperu stux ny6ankarmit Gosbinee 9ucsio
HOCBsAIIEHO aTakaM pasHbix mokosienuit AMD Zen. CoorsercrBytomue gopabor-
KU B IIPOIECCOPAX CIHOCOOCTBYIOT B IEPBYIO OYEPE/lb 3aTPY/IHEHUIO BO3MOXKHBIX
HapyIleHnii 6e30IMaCHOCTH U YMEHBIIEHUIO BEPOSITHOCTH UX PeaIu3allii.
AnmapaTHble CpeJICTBa MOBBIIIEHNs OE30IIaCHOCTU PACCMATPUBAIOTCS JaJiee
B pasjiesax Ipo MUKPOAPXUTEKTYPhl KOHKPETHBIX CEMEICTB IIPOIECCOPOB
B MIEPBYIO OYepeb JJIsi 38719 BUPTYAJU3AINN U COOTBETCTBEHHO ODJIaTHOM
TEXHOJIOTUH.

Cospemennble mporieccopbl x86 oT Intel conpoBoxkaroTcs ere psiaoM
HOBBIX HWHTEPECHBIX AIapaTHBIX yCOBEPIIEHCTBOBAHUN, PEATN30BaAHHBIX
B Bujie akcesepaTopoB. OHU SBIISIIOTCS CHEIUAIN3UPOBAHHBIMA U TOJIE3HBI [Tt
HEKOTOPBIX BaXKHBIX, HO y3KO OPUEHTUPOBAHHBIX O0JIACTEN WX MPUMEHEHUS 1
[O9TOMY B 0030pe PacCMaTPUBAIOTCs JOCTATOYHO KPATKO (CM. O HHUX JaJjiee
B pazjeJe 3).

Hasee B pazzese 1 aHAIU3UPYIOTCA BarXKHBbIE OOINME AINTAPATHBIE U IIPO-
rPaMMHBIE BO3MOXKHOCTH, B TOM 4nCje c(hOPMUPOBABIINECS 10 BO3HUKHOBEHUSI
IIPOIIECCOPOB YCJIOBHOTO YE€TBEPTOrO MOKOJIEHNsI. B pasese 2 paccMaTpuBaeTcs
aApPXUTEKTyPa MPOIEeCCOPOB Zen 4 U BBIYUCIUTENbHBIE CUCTEMBI HA MX OCHOBE, a
TaK>Ke JJaHHble 00 UX MPOU3BOUTEIHFHOCTH. B pasnesne 3 anamn3upyercs
nHdOpMaIysg 00 apXUTEKTYpe PA3IUIHBIX TPOIECCOPOB Xeon, OTHECEHHDBIX
371eCh K YCJIOBHOMY YETBEPTOMY IIOKOJIEHUIO, U BBIYMC/IUTE/IbHBIX CHCTEM HA UX
ocHoge. [lockosbKy B paszjeiie 3 00beIMHEeHb! JJaHHBIE JIJIsi PA3HBIX IIPOIIECCOPOB
Xeon, o6CyzK/IeHIE TPOU3BOIUTEIFHOCTA CUCTEM Ha UX 0a3e, B TOM YHUCTIE
B CpaBHEHHNH C Zen 4, MPOBOINTCI B OTAEILHOM pasnaese 4. B nebosbimom
paszesie 5 paccMaTpuBaeTcs HHMOPMAIHSA O TPUMEHEHUN BBIYUCIUTEIbHBIX
cucteM Ha 6a3e x86 4ETBEPTOro MOKOJIEHUS JJIsi BUPTYAJIM3ANNUNA U O0JIaTHBIX
texunosioruii. B pazmesne 6 aHAIM3UPYIOTC JTaHHBIE O HOBEHIIINMX BBICOKOIIPO-
U3BOJIUTENBHBIX IIporeccopax Xeon 6 u Zen 5, BKIIIOYAsT IepBOHAYAIbHBIE
JTaHHBIE O TTPOU3BOUTEIBHOCTH. Pa3/iesn 7 MOCBSINEH OCBAIIEH ITOCTPOEHUIO
C npuMeHeHreM X806 MOMOIeHHBIX U NeTEPOreHHBIX Y3JI0B KJIACTEPOB WJIN
CYyIEPKOMITbIOTEPOB.

B mpuioxkenun naercst CucoK MIMPOKO UCIIOJIB3YEMBIX B 0030pe COKpalle-
HUOI, KOTOPBIE, ¢ HAllell TOYKU 3peHus, He PACIPOCTPAHEHBI B JIUTEPATYDE.
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1. Obwee gna paccmaTpmusaembix npoueccopos x86, B Tom uucne
C/IOXKMBLLEECS A0 MOSIB/IEHUSI UX HYETBEPTOro NoKOJIEHUS

1.1. O6 annapatHbix cpeacTBax x86 npegbiayunx nokonennii

W3-3a GbICTPOro mporpecca TEXHOJOTUH, UCIIOJIb3YeMOIl JIJIsi TPOU3BOJICTBA
IIPOIIECCOPOB, B HUX HMHTerpupyercst oosbine ¢ynkimii. OTmaia HeoOXOIuMOCTh
IPUMEHEHUsT OTIEHLHOTO I0XKHOTO MOCTa Ha MATEPUHCKOI miare. [TockombKy
akTuBHAas opueHTanus Ha SO0C MPOIOIKAETCS, C TOYKA 3PEHUsI aBTOPa
B OJmKaiiimeM OyayIeM B COBPEMEHHBIX CEpBEPHBIX mporeccopax AMD u
Intel BeposiTHO ncuyesHer u npuMenenne uuicera. s mporeccopos AMD
OH y2Ke He UCHOJb3YyeTCsI, XOTsI MaciiTabupyembie mpoiteccopsl Intel Xeon
TPETBEro U IE€TBEPTOro/ IsITOro nokosenust eme umeror unncer (C620A u C741
COOTBETCTBEHHO).

HawubGoustee Baxkubie 1115t IpOIeccOpoB (DYHKIUH [IEPECTAIOT DA3UPOBATHCS
na guncere. Eciiu B unncere C620A umesnuch erne anmapaTHble CpeIcTBa
akceseparopoB, To C741 ux yxe He cojep:kuT (OHU UHTErPUPOBAHBI B Xeon).
Yuncer C741 nomuepxkuBaer pabory ¢ SATA, USB, nekoropsie dyHKIIH
GesomacHoctn u ap. [45]. Cospemennsie mponeccopst EPYC umetor unTerpupo-
BaHHBIN OJIOK, OTBEYAIONIUI 38 BCEe ITOTPEOHOCTH BBOJA U BHIBOJA JAHHBIX
(umeroTea B BUJLy HE IIPOCTO BBOJ-BBIBOJ, a JIIOObIE IEPEJadn JAHHBIX K U OT
[IPOIECCOPa, BKJIIOUasi U paboTy ¢ OlepaTuBHON naMsaThio). [logpobuee M.
naJjee B pazjene 2.2.

Bo MHOrEX cOBpEeMEHHBIX CEPBEPHBIX MPOIECCOPAX OT PA3HBIX Pa3pabOTIM-
KOB HCITOJIb3Y€TCsl MHOTOKPHUCTAIBHBIN OIX0/T C YUILJIETAMA C JIBYMEPHOHI
(2D-) rexnosorueii. IIpumenenre MHOMOKPUCTAJILHOTO MOJXO0/A CIIOCOOCTBYET
COKPAIIEHUIO KOJINIECTBA OTXOJAO0B B IIPOU3BO/ICTBEHHOM Iiporecce. [Ipu
pa3MelleHny Ha KPEMHHUEBOH IIJIACTUHE MOHOJIUTHBIX ITPOIECCOPOB OJIUH
nedeKT MOXKeT BhI3BATh HEPAOOTOCIOCOOHOCTH BCErO IIPOIECCopa, a IPu
MHOTOKPUCTAJIBHOM TIOX0/Ie Ae(DEKT OTHOCUTCS TOJIBKO K OHOMY KPUCTAJI-
JIy, nedeKTHBIIT KPUCTAJI ITPOCTO OTOPAKOBBIBAETCH, U B OOIIEM KOPITyCe
CcOOMPAIOTCH TOJIBKO KPUCTAJLIBI Oe3 1edeKTOB.

AMD onHa u3 mepBLIX KPYIHEHRINX KOMIIbIOTEPHBIX (DUPM MHpPa, KOTOpas
CTajIa TPUMEHSITh TAKYI0 TEXHOJOTHIO [46| 1 MCIONb3yeT 3TOT MOIXO TaKKe
B conx GPU [2]. B pesysbrare cokparieHus: Koandectsa otxoaos AMD
[IOJIyYaeT BO3MOXKHOCTH IIpejjlaraTh He CaMbleé BBICOKHE II€HBI Ha CBOIO
MIPOJLYKIIHIO.

Intel Takxke oYeHB JABHO CTaJla KCIOJIb30BATH MHOTOKPUCTAJIbLHBIE
apxuTeKTyphl. B Macmrabupyembrx mporeccopax Xeon Intel crama mpumensits
MHOTOKPHCTAJIbHbIE TEXHOJIOTHHU, HAUUHAS CO BTOPOro mnokosenus [47]. Oanako
13-33 TEXHOJIOTUIECKUX OUPAHUIEHUI U MEHBIIEr0 KOJUIECTBA TPUMEHIEMBIX
B CEPBEPHBIX Iporieccopax szep Intel 10 cux mop mcmosp30BaIa 3TOT HOIXO
B O0Jiee OIpaHMIEHHON CTEIEeHN.
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To, uTo GbUIO TUIUYHBIM B 00JIACTH IIPOM3BOIUTELHOCTH X86 (B 1EpByIO
ouepens s HPC u MIN) nepen nossienuem 4-ro nokosienus AMD Zen
u Intel Xeon Scalable, MbI oruIeM TOJIBKO «B IEJIOM», Ha, MAKPOYpPOBHE,
ITOCKOJIBKY CaM aHAJM3 JAHHBIX TPOU3BOIUTEILHOCTH IS COOTBETCTBYIOIIAX
moKosieHuit x86 K TemMaTnke 0630pa He OTHOCUTCS.

AMD Ha pbIHKE IIPOIECCOPOB JIABHO OTyIMYaIach oT Intel Gosee HU3KOM
CTOMMOCTBIO CBOUMX AIAPATHBIX CPEJICTB, AHAJOTHYHBIX BBIITYCKAEMbIM
Intel [48]. Hexoropble cpaBHUTENbHBIE JAHHBIE s Zen 3 U MacIITabupyeMbIX
[IPOIIECCOPOB Xeon 3-T0 MOKOJIEHUS IIpe/ICTaBIeHbl B Tabmuie 1.

Tabuna 1. Kparkast conocraBuresbHast HHGPOPMAIUS O TPETHEM
nokosieann x86 ot Intel w AMD

q 1 SPEC SPEC
HI;ZJII)O Yacrora, | Hena Yucito CPU2017 CPU2017
I'Ty OAHOTO CPU fp_speed fp_rate
s CPU CPU (base/peak)?| (base/peak)?
Z 3
EPYC 7763 64 | 2.4-3.75 | $7890 2 263/270° | 663/7101
T 177/181 333/3571
[§] Z
EPYC 7663 56 235 $6366 2 246/253 7 596/637"
T 162/162 299/3201
[§] (5]
EPYC 7643 48 2.3-3.6 | $4995 2 236/245° | 576/617
T 153/158 288/3041
£y I
EPYC 7543 32 2.8-3.7 $3761 2 232/2427 531/540b
T 153/158 260,268
ES ES
EPYC 75F3 32 2954 | $4860 2 238/248_ 546/565"
T 160/165 273/2831
Xeon 8380HL 28 2,943 | $13012 4 255 /255 667/7061°
Xeon 8380 40 2.3-3.4 $89783 2 277/277° 605/640'°
Xeon 8368 38 2.4-3.4 $7214 2 269,/260° 586,620™°
Xeon 8362 32 2.8-3.6 $6236 2 270/27011 561 /58911
Xeon 8358 32 2.6-3.4 $4607 2 251/25117 507/5340

! Maunvie na 12.05.2024 mis AMD — u3 [49], aus Intel — us [50]

2 Hannble u3 [51] ¢ MakCUMaJIBLHOI IPeJCTABIEHHONR TaM BeJUYHHON base.

3 Last Price at 2022-04-03 (panee nena 6pia sbime) us [52]. Jauubie or 12.05.2024
Hanpa/BI/ITeJ'[I/I pesyJsibTaTa U CepBepbl, HAa KOTOPBIX IOJIYy4Y€Hbl 9THU pe3yJjbTaThbl:

4 ASUS RS720A-E11 (KMPP-D32);

5 ASUS RS520A-E11(Z12PP-D32);

6 Cisco UCS C255 M6;

7 Lenovo ThinkSystem SR655;

8 Lenovo ThinkSystem SR860;

9 xFusion 2288H V6 u ASUS RS720-E10-RS12(Z12PP-D32);

10 ASUS RS720-E10-RS12(Z12PP-D32);

11 ASUS RS720-E10(Z12PP-D32);

12 Dell PowerEdge R650;

13 ASUS RS520A-E11(KMPA-U16);

14 Dell PowerEdge R6515;

15 New H3C UniServer R6900 G5.

ITpumevanne. s yTodHeHHUsI DAaHHBIX 00 MCIIOJIBL30BABIINXCH CEPBEPaX B KPYIVIBIX CKOOKaxX HHOTZA
yKa3aHa IIPUMEHABIIasCA B TeCTe MaTEpPHUHCKas IJjaTa.

Odenb BaxkHO# 00ITIElT 0COOEHHOCTHIO PACCMATPUBAEMBIX B 0030pe pOoIec-
copos Intel u AMD, na koTopyio obpalaercsa ocoboe BHUMaHIe B 0030pe,
SIBJISIETCsI yCTpeMJjieHre 060ux (bUpPM K MOBBIIMIEHUIO IIPOILYCKHON CIIOCOOHOCTH
HCIIOIb3yeMoit TaMsiTh. [Ipon3BoInTe TbHOCTh MEKPOITPOIIECCOPOB PACTET
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ObICTpee IPOIYCKHOM CLIOCOOHOCTH IaMATH [53], KoTopas MOXKEeT JIMMUTHPOBATH
IPOU3BOUTEILHOCTD IpuiozkeHuii. [Ipo 910 y mporieccopoB u3BecTHO erre
¢ nporntoro Beka [54]. Iockonbky B Mupe x86-tiporieccopel AMD u Intel o
CHUX TIOP KCIIOJIB3YIOTCsI B CepBepax Yallle JPYruX, TYT BJIUSHEUE IPOITYCKHOMN
CITOCOOHOCTH MaMSITH MPOSIBJISETCST HANOOJIee IMIIMPOKO.

[Ipomeccopsl u siyipa Xeon paHee 00BIMHO OIEPEIKAJN COOTBETCTBYIOIINE
annaparubie cpejactsa AMD no npoussoauresroctu. [peapigymme yenexu
AMD c¢ cepBepubiME Tiporieccopamu Opteron 6bLIH BO MHOTOM CBSI3aHBI
¢ BBICOKMMU [IOKA3ATEJIAMU IIPOILYCKHOI criocobHoctu namsaTu [55]. Habsio-
naeMble cerojns ycrnexu AMD Zen pasHbIX IOKOJIEHUI TaKXKe COUYeTaJNCh
C JaHHBIMU O 60Jiee BBICOKOI MPOILYCKHON CIIOCOOHOCTH TAMSTH JIJIsI OJIHOTO
siZipa 1o cpaBHeHnto ¢ siapamu Intel [56]. XoTsi T JaHHBIE OTHOCSTCS
TOJIBKO K YTEHUIO U3 MMaMSITH, OHU JIAI0T Pa3yMHYIO OIEHKY IIPOITYCKHOM
criocobuoctn Ha A41po [56]. MudopmMarus o IpoiyCcKHON ClI0COOHOCTH TaMATH
JIJISI pacCMaTPUBAEMbIX B 0030pe MPOIECCOPOB OyIeT 00CYKIATHCS JTasIee.

astee B TekcTE 71 CUTYyANUil, KOT/Ia IPOU3BOIUTEIHHOCTD OIPAHUIMBAETCS
IIPOILYCKHOI CIIOCOOHOCTHIO MAMSTH, IIPUMEHSIETCS CJIOBOCOYETAHIE «CBI3AHHBIE
nmaMsaThio». I MaccoBO MCIOJIB3YyeMBIX TECTOB IIPOU3BOIUTEIHHOCTUA U
[IPUJIOYKEHUI, He MPUMEHSIONUX aKTUBHO yMHOXKeHust Marpull 1 AVX-512,
0COBEHHO CBSI3aHHBIX NaMsThio (Hanpumep, mist 3aga1 CFD) Bo BropoM n
Tperbem nokosierusx EPYC Zen chopmupoBasucs npenmytnecrsa AMD
0 POU3BOAUTEbHOCTH. KpoMme O0JIbIlero aucia siep OHU CBA3AHBI, B 9aCTHO-
CTH, C YKA3aHHO BBIIIE TOHUKEHHON IPOIYCKHO CIIOCOOHOCTHIO OMEPATUBHOI
aMsaTH Ha OJIHO siIPO B Xeon COOTBETCTBYIOINIUX TOKOJIEHUI IO CPABHEHUIO
¢ AMD [56].

B unTepHeTe 1aBHO MOABISIOTCS COODIIEHUS O MIPEAIIOYTUTETHHOCTH
ceppepubix mporeccopo AMD EPYC no cpasuenuio ¢ Intel Xeon. Cebliku
HA COOTBETCTBYIOIIUE 3TOMY JIAHHBIE O IIPEUMYIIECTBAX M0 MPOU3BOIUTEIHHOCTI
nporeccopoB AMD B MaccoBO MCMOIB3YEMBIX TECTAX MTPOU3BOIUTEIHLHOCTH
U IPUJIOYKEHUAX IIPUBEJIEHBI BBINIE BO BBeJeHnn. JLOMOTHUTEIbHON 001Ieit
WUTIOCTPANUE ABIAIOTCS U nanHble Tadbuuisl 1. s npuvepa cpaBHATEIBHBIX
OIEHOK CTOMMOCTH U MPOU3BOJUTENHHOCTH YKayKeM elne Ha [52].

OTMmeTnM, 94TO B aHAJIU3E TPOU3BOUTETHLHOCTH HEMAJIOBAYKHO TaKKe
YUIUTBIBATH U JIATHI HOJYIE€HAST COOTBETCTBYIOIIMX PE3YJIBTATOB (UTO CBSI3aHO
€ BEPCHUsIME CTaBIIUX JOCTYIHBIME 1 ucnonb3oBaHbix SDK). Tak, B Tabiume 1
Xeon Platinum 8380 memuoro onepeans EPYC 7763 B Tecre SPECcpu2017
fp_speed. DTu mannbie B Tabumne s Xeon 8380 (kak u B Tecre SPEC
CPU2017 fp_rate) nmomyuenst B 2023 rouy, a s EPYC 7763— 8 2021 romy.
Makcumasbbiit pesyiabsrar Xeon 8380 B 2021 rogy 6bur 241/244 st base u
peak-BapuanToB Tecra fp_speed, To ectb Huke, yem y EPYC 7763.
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B kadectBe mpyroro mpuMepa yKaxkem JaHHbIE O MPOU3BOIUTE]HLHOCTH OT
OTJEJbHBIX $JIED JI0 CEPBEPOB (B KOTOPBIX NPUMEHAINCH B TOM 4YUCIe Xeon
ICL u AMD EPYC Zen 3, Milan) u ne6osbmmx KaacrepoB B Habope 3aiad
BBIYKCJIUTEIBHON XUMUH C IPUMEHEHNEM IITUPOKO UCIOJIb3YEMbBIX B MUPE
MPUJIOKEHWI. DTU JaHHBIE OOBITHO TTOKA3BIBAIOT IIPEUMYIIECTBO PAa MOJeIeit
EPYC Milan naz crapmmyu mozmensimun Xeon ICL [57].

Ocobenno nosesupie g HPC nanuble [8] ormuarorcs mMupoKuM 0XBaTOM
pasubIx obsacteil. HacTb 9TUX JAHHBIX MIPEICTABICHA B TAOIUIE 2.

Tasmuna 2. ConocrasiieHre IPON3BOUTEILHOCTH 2P-cepBepOB
Ha 6aze Xeon ICL u EPYC Zen 3

TIpou3BOAUTENLHOCTD Xeon 8380 (40 simep) | EPYC 7763 (64 simpa)
DGEMM (GFLOPS) 3824 3046
DGEMM sa sippo (GFLOPS) 47.8 23.8
HPL (GFLODS) 1713 2176
HPL s sapo (GFLODS) 21.4 17.0
FFT (GFLOPS) 76.4 54.7
FFT na sapo (GFLOPS) 0.96 0.43
GROMACS (uc/nenn) 133.3 169.9
NWChem (cexysn) 19.2 26.7
OpenFOAM (MuHyT) 6.8 6.6

Janusie u3 [8].
2KupHbiM mipudTom nomedeHnbl 60j€e BBICOKOIPOU3BOAUTEIbHBIE PE3YJILTATHI.

OTH JaHHbIE YeTKO JEMOHCTPUPYIOT CJIOXKUBIIEECS] B TPEThEM TTOKOJICHUN
mporieccopoB x86 or AMD wu Intel: npenmytiiecTBo nocsie et 6aarogapst
npumenennio AVX-512 8 DGEMM, koropoe 8 HPL (High Performance
Linpack) yke snuMuHUpyeTcst u3-3a Gosbinero qncaa sjaep B AMD Zen 3.
B Tabuurie 2 KpoMe JJAaHHBIX O Tpex nposesieHHbIX TecToB 13 HPCC [58]
(DGEMM, HPL, FFT-FFTW3") npusejieHbl JJaAHHbIE TECTOB U3BECTHBIX
BBICOKO3(D(MEKTUBHBIM PACIAPAJIICTHBAHIUEM TPUJIOKEHUN BBIYUCIATETLHON
xumun — Mostekynsipaoit auaamukn (GROMACS ¢ cucremoit n3 npumepHo 82
ThICsY aToMOB) 1 KBaHTOBOI XuMun (NWChem, ¢ MajeHbKOi cucreMoii — noH
Au+, meromom XD ¢ nocenyrommm MP2 u cBg3aHHbIME KJlacTepaMHu).

Eme opun npusenennsiii rect, cpeacrs OpenFOAM (Open Source Field
Operation And Manipulation CEFD ToolBox) ornocurcs K 061acTH MEXaHUKH
crtomHbIX cpesi (motorBike — pacuer HeCKUMAEMOTo MOTOKA BO3IyXa BOKPYT
motrorukia). Xors OpenFOAM — 310 nabop uncrpymentos na C-+-+ s
pEeIleHus B JIUCKPETHOM (hopMe CUCTEM ypaBHEHUN B YACTHBIX TPOU3BOIHBIX
B IIPOCTPAHCTBE W BPEMEHU, U MOXKET IIPUMEHSATHCST HE TOJIHLKO B 00JIACTH
MEeXaHUKH CILIOIIHBIX cpel. Ho usnavaabHo oH ObL1 Harpasien Ha CFD, u
O3TOMY Jajiee B 0030pe paccmarpuaercs coBmectHo ¢ CFD-npuioxkenusivu.

Thttps://www.fftw.org/, accessed 23.11.2024.
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Cpasuenue ¢ ARM-uponeccopamu B [8] mokazaso upeumyuniecrsa x86
B npousBoguTesnbHocT; ARM MoryT 6bITh Briepeau 1o sueproadeKTHBHOCTH.
OTHOCHUTETbHAST TPOU3BOIUTEHHOCTh CUJIBHO 3aBUCUT OT IPUJIOXKEHUIA:
GROMACS u OpenFOAM 6butn 66ictpee B EPYC, a NWChem — B Xeon
ICL. CoOoTBETCTBEHHO H&JI0 BHUMAaTEJIbHO CMOTPETh, O JJAHHBIX KAKUX TECTOB
IPOU3BOJINTETHHOCTH HJIET PEUb.

Ho B mesioM MOXKHO CKa3aTbh, YTO U B IPUBOAMMBIX 37eCh JanHbix EPYC
Zen 3 sIBHO Yallle OKa3bIBAJINCH D0JIee BHICOKOIIPOM3BOAUTEILHBIMUI, YeM Xeon
ICL.

B kauectBe npumepa o01mux B3BerieHHbIX pekomergaruii jiust HPC u TN
o BeIOOPY mporieccopoB Xeon u EPYC tperbero mokosienus: ¢ ygaeTom u
OTHOIIIEHNsI TIeHa / TIPOU3BOJIUTENBHOCTD YKazKeM Ha JlaHHble caiita Microway [59,
60]. Qs wuocTpaiyu IpUBeIeM 37€eCh TaKKe [MUKOBbIE IIPOU3BOIUTELHOCTH
Jutst pasubix mogesieit Xeon ICL— pucynok 1, pucynok 2 u mga Zen 3 (Milan)—
PUCYHOK 3.

Theoretical Peak Performance (AVX-512 instructions)
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PucyHOK 1. IlukoBasi IPOU3BOUTELHOCTL PA3HBIX MOJlesielt
Xeon ICL npu ucnosbzoBanmm AVX-512 (pucynok u3 [59])
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Ha pucynke 1 namable o mukoBoil mpou3BoauTeabHocTr it FP64
B pa3HbIX Mojenasax Xeon ICL orHocsaTcsa K ucnojb3oBannio AVX-512; a
Ha pucyHke 2 -K pabore Toapko ¢ AVX2. Ha pucynke 3, qyist Zen 3, TUKOBbIe
NPOM3BOUTENBHOCTH PasHbix Mozeseit EPYC (TaM mojepkuBaeTcst TOIBKO
AVX2) paccunTasbl jijst 6a30BbIX TAKTOBBIX YaCTOT, & TEOPETUIECKHUE JAHHBIE
JIsE TypOO-9acTOT OTOOPAYKAIOTCS BEPIIMHAMU IIyHKTUPHBIX JINHUH.

CPU Core Count of Intel Xeon 'Ice Lake SP' 2.5+GHz SKUs
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PucyHOK 2. IlukoBasi IPOU3BOJUTENBHOCTD PA3HBIX MOJIEJIE
Xeon ICL npu ucnosbs3zoBanun Tosbko AVX2 (pucyHok us [59)])

Hecmorpst Ha yka3aHHBIE BBIIIE MPEUMYIIECTBA B IPOU3BOINTETHHOCTH
nporteccopoB EPYC npeppiaymux mokosieHnii Zen-apXuTeKTyPhl, PEAJTBHO
10 AKTUBHOCTH IpUMeHeHust X86 Ha CyNepKOMIIBIOTEPAX B MIOHBCKOW BEPCUU
TOP500 2024 rozma [1] npenodYTHTEIBHOCTH HCIOIB30BaHusA X86 or AMD
B nepBbix 50 mosunusx JaHHOro crucka He BuaHo: EPYC npumensiuchk B 22
cucremax, Xeon— B 27. CraTucTuveckue JaHHBIE TI0 BeeMy CIHCKY [61] roBopsT
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AMD EPYC 'Milan' Theoretical Peak Performance (AVX2 instructions)
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PucyHok 3. IlukoBasi IpOou3BOUTEIBHOCTD PA3HBIX MOJIeIeH
EPYC Milan (pucynok u3 [60])

O IIPUMEHEHUN BTOPOIO IMOKOJIEHUS MACIITAOUPYEMBIX IIPOIECCOPOB Xeon
(Cascade Lake) B 123 cynepkommbiorepax u3 TOP500, a Broporo mokoJieHust
EPYC Zen 2—B 68 cynepkommbiorepax. [Iporeccopbl TpeThero moKoJIeHust
Xeon ICL npuMeHsIUCh B 42 CyepKOMIIbIOTEpaxX 3TOro crmcka, a EPYC
Zen 3 Milan — B 73 cynepkomibiorepax. Hakoner, mporeccopsl 4eTBEPTOro
rmokosieHust Xeon SPR npuMmensiinch Tam B 31 cynepkomubiorepe, a EPYC
9004 —B 15.

Tak>ke UHTEPECHO OTMETUTD, YTO u3 123 CynepKOMIBIOTEPOB ¢ Xeon
Cascade Lake B 79 ucnonbzoBasmce Xeon Gold 62xx, a Gosiee crapimme cepun
Xeon Platinum 82xx u 92xx nmpuMeHsiINCh Ha pa3a B JIBA MEHbBIIEM YUCJIE
CYIEPKOMITLIOTEPOB. 3aJiadu 0TO0pa Mojeseil X86 [JIs OCTPOeHHsI KJIaCTEPOB
U CYNIEPKOMIIBIOTEPOB OOCY2KIAIOTCS Jlajlee B OTMIEJLHOM paszese 7.

00630p TPOU3BOAUTEIHLHOCTH OPHEHTHPOBAH J[ajlee B OCHOBHOM Ha €TBEPTOE
U ISITOE MMOKOJIEHHSI MACIHITAOUPYEMBbIX ITPOIECCOPOB Xeon U YeTBEpPTOe
nokouenue Zen (EPYC) cepun 9004 — Kax COBpEMEHHBIX, CTABIINX JIOCTYIHBIMU
IIPUMEPHO B OJIHO U TO K€ BPEMsi, ¥ KOTOPBIX €CTh JOCTATOYHO MHOIO
JAHHBIX O JIOCTHTaeMOil mpomu3BojureabHocTu. Huke oHE OObEINHEHBI
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B 0J1HO O0ITee YCJIOBHO YeTBEPTOE MOKOJIEHNE CEPBEPHBIX ITPOIECCOPOB X86.
Intel u AMD, ecrecTBEHHO, IIPUBOISIT COIOCTABUTE/IBHBIE JAHHBIE O POCTE
IIPOU3BO/IUTETBHOCTU ITUX IIPOIECCOPOB OTHOCUTEIHBHO UX IIPEIBIIYIITIX
TIOKOJICHUIA.

CoOTBEeTCTBEHHO CPaBHEHUS IIPOU3BOIUTEILHOCTH OY/IyT BKJIIOYATH U
JIAHHDBIE JIJI TPEThero MOKOJIeHus cepBepHbix nporeccopos (AMD Milan u
Intel Xeon ICL). B pazzese 6 aHaJu3upyoTcsa U MEPBOHAYAJIBHBIE TAHHBIE
o caeytromeM nokosernu x86 or Intel 1 AMD — Xeon 6 (Granite Rapids)
u Zen 5, BKJIOYasl UX IPOU3BOAUTEIHHOCTL. HO 6Ga30BBIMU MBI CIUTAEM
COIIOCTABJIEHUST TTIPOU3BOJIUTEIBHOCTH YCJIOBHOT'O Y€TBEPTOTO TOKOJIEHUS,
[I09TOMY B 3arOJIOBKE CTATHHU U YKA3aHO «BOKPYT YETBEPTOrO MOKOJIEHUS».

1.2. O perynupoBke 4acToTbl NPOLLECCOPOB N UCNOJIb30BAHUMN 3TOrO
B Linux

Bormpocsr snepromorpebiennst npuoOpeTarT B MOC/IEHEE BpEMsi BCe
OoJiblllee 3HAYECHUE, U JJIsI BEIYUCIUTEIBHBIX CACTEM 9TO MOXKET BBIPAYKATHCSI
B JIBYX aCIIEKTaX: ONTUMU3AIUS OTHOIIEHUS CTOUMOCTD /IPOU3BOUTE b~
HOCTb WJIM PACCMOTPEHUE MOTPEOIISIEMO SHEPIUN KaK OTPAHUYEHUSI. DTO
B IIPOT'PAMMHOM U allllapaTHOM ILIaHe, BKJIIOYasi COBPEMEHHbIE CEPBEPHbBIE
porieccopbl x86, aHasmsupyercs B [62]. 3ech paccMaTpuBaeTcsi TOJIBKO
OJINH BayKHBI, UMEIOIINI IIPSIMOe OTHOIIIEHHEe K SHEPronoTPeOIEHUIO BOIIPOC
O PeryJampoBKe 4acTOT IIPOIECCOPOB.

OO6cyKaeHue 3Toro, BKJII0Yas PEryJIupoOBKY 4acToT B Linux, BHIHECEHO
B TIEJIBII OT/IEJIBHBIN pa3/ies 10 YeThIPEM ITPUIMHAM:

1. N3-3a BAUSHUS HA SHEPrOMOTPEOICHUE.

2. 3meHenne 9acTOT MOXKET UMETHh MECTO y BCEX IPOIECCOPOB, HAPUMED U
v ARM, a me Tosbko y cepBepHbIX mporeccopos x86 AMD u Intel.

3. Uz-3a Baxkuocru uHdopManuu 06 YMEHbIIEHUU OBLIIIEHHBIX (Typ6o)
TAKTOBBIX YACTOT IMPU WHTEHCHBHOW BBIYUC/IATEIHHOM HATPY3Ke Ha IIPO-
reccopHsle siapa (ocobenno nupu pabore ¢ AVX-512), HOCKOJIBKY 9TO
BJIMSIET U HA BO3MOKHBIE OIEHKM ITUKOBOW IIPOU3BOIUTEIHLHOCTH.

B npusenennoit Fujitsu nundopmanum o cBoux cepBepax ¢ IIpoIeccopa-
mu Xeon SPR yKa3bIBaeTCsl, 9YTO IIPUMEHEHNE PeXKUMa, TypOOo-4acToT
MOXKET TPUBOJUTH U K IMOHIKEHUIO JOCTUTAEMOIl ITPOU3BOIUTETBHOCTH
10 CPABHEHUIO C OTKJIIOYEHWEM ITOrO PEXKUMA HA BBIYUCIUTEIHHO
WHTEHCUBHBIX IPUJIOXKEHUAX, HAIIPUMED, C pAbOINMU HATIDY3KAMU
Ha yposue tecra HPL [63].

Nudopmarys mpon3BoiuTe st O CHUYKEHUHA TAKTOBBIX YaCTOT IIPOIEC-
COpOB YacToO ObIBajIa HEIOCTYITHOMN, min KOHMUAEHITHAILHON. B mepBom
ITOKOJIEHUU MACIITAOUPYEMBIX ITPOIECCOPOB Xeon HUCIOIb30BAJIOCH
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nonsaTrHe «6a3oBas gacrora sgapa AVX-5125 (06 9TOM U O HOHUKEHUH
9acTOTHI B TypOo-pexkuMe cM. [64]). B mocieaanx paccMaTpuBaeMbIX
B 0030pe TOKOJIEHUSIX [TPOIECCOPOB YaCTO CTAaJIU YKA3bIBATH TAKTOBYO
YACTOTY, MOJIEPKABAEMYIO OJHOBPEMEHHO BCEMU PAOOTAIOIIUME SIIIPAMH.
B Xeon Tperbero mokosieHus MOABUIOCH TOHATHE BHICOKOIIPUOPUTET-
HBIX U HU3KOIPHUOPHUTETHBIX SJIED, [IJIs KOTOPBIX YKA3BIBAIOTCS CBOU
pasHble YaCTOTHI. DTO JIaeT BOSMOXKHOCTb HACTPOUTH SJIPa C IIPEIOCTaBIIe-
HUEeM 00Jjiee BBICOKUX TYpOO-YacTOT MPUOPUTETHBIM SIIPAM 10 CDABHEHUIO
€ HU3KOIPHOPUTETHBIM, ¥ OTHOCUTCs K Texuosiorun Intel Speed Select [65].
XoTst cama 3Ta TEXHOJIOTHS TOJJIEPKUBAETCI U B Xeon 6, yKa3aHus
H& BBICOKO- ¥ HU3KOIIPUOPUTETHBIE siJpa OTCYTCTBYIOT B UX clieruduka-
nusgx [66]. 3mech 910 moapobHEe He PACCMATPUBAETCS, TAK KAK OTHOCHTCS
TOJIBKO K OIIPEJIEJIEHHBIM IIPOIeccopaM Xeon, a Jjisd UCHOIb3YIOIINX
pacunapaJuiesnBanue 3aua4 HPC, e Haubosiee BasKHO U3MEHEHUe JacToT
npu pabore ¢ AVX-512, 570 npejicTaBisieTcss He TaK aKTYaJbHBIM.

4. B Linux peryJmpoBKa YacTOTHI IIPOIECCOPOB ObLIA CEJIaHA JIOCTATOTHO
JaBHO (II0 CPABHEHWIO C BPEMEHAMHM IIOfBJIEHUs] HOBBIX IIOKOJICHUI
x86), ¢ opueHTaIMell HA YHUBEPCAIbHBII I0/IX0J, He HAIPABJICHHDBII
HA KOHKDETHBIE ceMeiicTBa IpoIeccopoB. Ipyroe neso, 4To peamn3anun
9TOrO C IPUMEHEHUEeM TaKKe KOHKPETHBIX JpaiiBepoB sjpa Linux ot
Pa3paboTIYNKOB COOTBETCTBYIONIUX MPOIIECCOPOB JABAJIH OIIPE/I€JICHHBIE
orpanuyeHust (a MHOI'UE IIPOIECCOPBI BOODIIE HE [TO3BOJISIIM TUM
nosb30BaThest). Ho B mocseiHee BpeMsi B CBSI3U C POCTOM BayKHOCTH
SHEPronoTped/IeHNsT CUTYAIUsT TIOMEHSLIACH B MOJIOXKUTEIBHYIO CTOPOHY.

Onuirem 061ME TIPUMEHSIEMbBIE JIJIS PErYJIMPOBKU YaCTOThI PA3HBIX
IIPOIIECCOPOB TIOIXO/IBI U TEPMHUHBI, UCIIOJIb3yeMble ipu pabore B Linux. Onn
MTOHAIO0SITCS B pa3jiesiaX Ipo KOHKpeTHbIe mporeccopbl x86 or AMD u Intel.
Ornmcanne opueHTHpoBaHO Ha Linux, morsTHO, mockoabKy 31a OC sBisercs
OCHOBHOI1 TIpu paboTe cepBepOB, B YACTHOCTH, C BHIYUC/IUTETHHO CJAOKHBIMUI
npunoxkenusimu HPC u M.

B aape Linux s Beimeykasannoil 3agaan umerorcs cpegcrsa CPUfreq
JIJIsl YBEJIMYEHUsT WK YMEHBIIEHUsT 9aCTOTHI IIPOIECCOPa B IEJIX MOBBIIIe-
HU IIPOU3BOJUTEIBHOCTHU UJIXM SKOHOMUUN IHEPTHUU, 1 COOTBETCTBEHHO €I'0
peryasTopsl (governors) [67,68|.

B [68] ykazaHo 0 6 pasHBIX PeryasTopax <«IeJeBbIX HapaBIeHn» —
YPOBHSIX abCTPAKIMU PAbOTHI IPOIECCOPA, B KOTOPBIX MTPUMEHSIOTCS COOTBET-
CTBYIOIINE aJTOPUTMBI, ¥ M€Ky KOTOPBIMHU MOXKHO BBIOMpATH MpU padoTe
B Linux.

st ananmza sToro wucnosb3dyiorcss C- u P-cocrostaust mporieccopa,
KOTOPbIE UMEIOT 10 HECKOJIbKY CBOUX ypoBHeH. OHU JTaBHO MPUMEHSIOTCS
B HCCJIEJIOBAHUAX MHOTOSIZIEPHBIX IIPOIECCOPOB (CM., Hanpumep, [69]). Du
COCTOSTHHSI TIpOIieccopa, Kak u T-cocTostaus, oTHOCATCS K mHTepdeiicy ACPT
(Advanced Configuration and Power Interface) [70].
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T-cocmosarus OTHOCATCA K MEeXaHU3MYy CHUZKEHU I TaKTOBOM 9aCTOTHI,

KOTJ1a, TEMIIEPATYPA [IOCTUTAET KPUTUIECKH BBICOKOM BEJIMYUHBI. DTO
KaXKeTCs eCTEeCTBEHHBIM Jijisi mporieccopoB Intel ¢ peanmuszarueit AVX-512.
Ho Intel ¢ macmrrabupyembivMu miporteccopaMu Xeon JaBHO IIPEIaraeT
coberBennble 3 deKTUBHBIE MeXaHU3MbI yIpaBieHus P-cocTostHusiMu (CM.
nanpumep, [71]). AMD B onmcanun apxuTeKTyphI Iporeccopos Zen 4 (23],
B KOTOPBbIX AVX-512 peasim3oBaHbl B 60Jiee IIPOCTOM JBYXCTaIMITHOM
pexkume (cM. pasgen 3.1 ganee), o T-cocTosHUSAX HE YIIOMUHAET, U MbI
B 9TOM pazjejie UX He PACCMATPUBAEM.

B KOHKpeTHBIX ceMeficTBax MpOIEeCcCOPOB UMEIOTCS YTOYHEHH s/ N3MEeHe-
HUsI, KOTOPBIE HUKE PACCMATPHBAIOTCS B JAPYrux pasjeiax. CoBpeMeHHas
JIMHAMUYECKU U3MeHsieMasi NH(OpMAaIUsl, B TOM YHUCJIE 10 COOTBET-
CTBYIONUM JpaiiBepaM Linux jijisi pa3HbIX IIPOIECCOPOB, MOXKET OBbITh
nosydena u3 [72]. Bolmeykasammbie cOCTOSIHNS IPOIECCOPOB UCIIOIB3YIOT-
¢Sl B COOTBETCTBYIOIIMX OMUCAHUIX JUCTPUOYTUBOB Linux, u MbI 371eCh
basupyeMcs Ha UHMOPMAIUN /IS TIIUPOKO UCIIOIb3yEeMbIX B 00J1aCTH
HPC aucrpubyrusos [73,74].

C-cocmosanus. Yem Gonbine Bemmuauna n B cocrosanu Cn, TeM «IajbIies

IIPOTIECCOP OT COCTOSIHUS PAbOTHI U TeM MeHbIle moTpedJigeMast UM
SHEPTU.

C0— mnporneccop BKIIOUEH B PabOTAET.

C'1— mnepgoe cocrosiame OxKujanust. 11pomeccop He BBIIOJHAET KOMAH-
npl. [IporpaMMHO OCTaHABIMBAET [VIABHbIE BHYTPEHHUE 4Yachl [73],
HO TUIUYHO HE HAXOJUTCS B COCTOSTHUU C MOHUZKEHHBIM 3HEPrO-
oTpedJIeHneM, U MOXKET MPOJOJKATH PAbOTy MpaKTHIeCKu 0e3
sazep:kku [74]. B [74] 1o cocrosinue Bkpatie HasbiBaior Halt.

C2— 0OCHOBHBIE BHYTPEHHHE YACHI TIPOIECCOPA AIIAPATHO OCTAHOBJIE-
ubl. Ho mporpaMMHoe coCTosTHIE COXPaHseTcss B HOpMe, U paboTa
MOXKeT OBITh BO30OHOBJIEHA [TOCJIE IPEPBIBAHUI, HO C OIPE/IeIeHHOM
3azmepkKoit. B [74] sro cocrosirme kpatko Haswsator Stop-Clock

(38— Tlpoueccop ciuT, U BCe €ro BHYTPEHHUE 9achl OcTaHoBaeHsl. OH
HE JIOJIKEH COOJIIOIATh KOrepeHTHOCTD Kamma |73]. st npoby K aeHust
HY?KHO CyIIEeCTBEHHO OOJIbIlle BpeMeHu, ueM u3 coctosiaust C2.
B [74] 510 cocrosnne KpaTko HasbBaOT Sleep.

Cocrostaus CO u C1 mogmep:kuBaioTest BceMu mporeccopamu 73],
cocrogans C2 n C3 oTHOCATCA K OINIMOHHBIM.

P-cocmosnus. Korpa nponeccop paboraer (Haxomuresi B cocrosianu CO),

OH MOXKET HaXONHUTBHCA B PA3HBIX COCTOSHUSIX IIPOU3BOIUTEIEHOCTH
(P-cocrosinnsix). Bee P-cocrosinus siBiisirorcst paGOIMMI,0HU CBSA3aHBI
C UCITOJIb3YEMOM 9aCcTOTON W HANPSIZKEHUEM TIPOIeccopa. dem OoJIbIte
BeJINYNHA N B COCTOSIHUM Pn, TeM HM’Ke 4acTOTa U HAIPsI?KEHUE,
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Ha KOTOPBIX paboraet mporeccop. Xotst PO Bcerna oTHOCHTCS K COCTOSTHUIO
HAWMBBICITIEH TPOM3BOAUTENBHOCTH (JIJIST TYPOO-PEXKUMA UMEIOTCsI CBOU
0COBEHHOCTH ), YUCIIO0 U PEATIM3AINs PA3JINIHBIX P-COCTOSHMI 3aBUCST OT
KOHKPETHBIX IIPOIEeccopos [73].

CooreercrBenno nadopmarus npo C- u P-cocrosiaus aHam3npyeMbix
B 0030pe MPOIECCOPOB Oy/IeT PACCMOTPEHA JAJIee B COOTBETCTBYIONINX MM
paszesiax o630pa.

B zaBepienne pazesna paccemorpum peryssitopsl CPUfreq B Linux.

performance — 3acTaBjseT TPOMECCOP YCTAHOBUTDH CTATUIECKYIO MAKCH-
MAJIbHO BO3MOYKHYIO JIJIST HET'O 9aCTOTy. DTO OPUEHTHUPOBAHO HA CJIYUaH,
KOIJIa IIPOIIECCOD IIPAKTUYECKHU BCe BpeMdA CUJIBHO 3aIrPyzKeH, U HUKAKOIO
COXPaHEHUs SHepruu ObITh HE JIOJIKHO.

POWETSAVE — YacTOTa IPOIEeccopa CTATUIECKH yCTaHABJINBAETCS B HaU-
MeHbIIlee BO3MOKHOE 3HadeHne. B 3ToM ciyuae SHeprus MaKCHMAaJIbHO
COXpaHsieTcsl, a MPOU3BOINTEILHOCTL TTOHNKaeTcda. Ho, Kak yKazaHo
B [73,74], 910 He BCerja COOTBETCTBYET YCTPEMJIEHHUIO K MAKCUMAJBLHOMY
HOHMKEHHIO UCHONIb3yeMoii aneprun. CaMu COOTBETCTBYIOIINE BEJIMINHBI
gacror B Linux MoxKHO n3MeHUTH [73].

onedemand — 3TOT peryJsTop HaleJeH Ha JTUHAMHYIECKOE HM3MEHCHHE
YACTOTHI B 3aBECUMOCTHU OT TeKyIeil Harpy3ku cuctembl [68]. TlomsTHO,
9TO M3MEHEHHEe JaCTOTHI BCErJa MPUBOIUT K ONPEICICHHBIM 3aIePKKaM,
U TIPH JIOCTATOYHO YACTOM HEPEKIIOYCHAN MEXKY PEKUMAME OKUJIAHAS
U BBICOKOI pabodeil HArpy3KU IPUMEHEHHE 3TOTO PEryJIATOPa HEPUEMJIC-
Mo. Ho OH TOIXOauT 171 CUTyaryii, KOTIa CUCTEMA 3aHATa, TOJbKO
B olpenesieHHoe BpeMst cyTok. Kak ykasano B [73,74], npu BbICOKOI
HAIPY3Ke Ha CUCTEMY PEryJIATOP YCTAHOBUT MaKCHUMAJIBHYIO 9aCTOTY
POLIECCOPa, a P HU3KOH — MEHUMAJIBHYIO.

conservative — 3ToT perysTop 6jin30K K ondemand u TakKe IIpejHa3HA-
qaeTcd JJIs JUHAMUIEeCKOTO M3MeHeHusl 9acToT. Ho OH MpOU3BOIUT
3TO He CKAYKaMU OT MHHHIMAJBLHON JI0 MAKCHMAJBLHOH 4aCTOTHI, a
Gostee TWIABHO [68]. DTOT PErysIsiTOpP HOJCTPAUBAETCS HOJ, TAKTOBYIO
9aCcTOTY, KOTOPYIO OH cuuTaeT Haubosiee MOIXOAIIeH JJis HAIPY3KH, &
He IIPOCTO BLIOMPAET MEXKJLy MAKCHMYMOM M MUHHMYMOM. XOTS 3TO
MOXKET 00€CIIeUNTh 3HAYUTENHHYI0 SKOHOMHUIO 3HEPrONOTPEOICHNS, I/
3TOro TpebyeTcs BeJIMYHHBI 33IePKKH OOJbIIe, 9eM Y PeryJIaTopa
onedemand [74].

USErspace — 3TOT PETyJIATOp IIO3BOJIAET MPOIECCY WM MPOrPAMME yCTAHAB-
JIUBATh KOH(UTypUpyeMble B sysfs-daiiie BeTMInHbl NCIIOIB3YEMBIX
qactor [68] n MoxkeT naTh Gosee 3hbEKTUBHBIH GATAHC TPOU3BOIATEIb-
HOCTH U Hepronorpebsenus [74].
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Ecrb emme mecroit peryasrop, schedutil [68], o ou B [73] u [74] Boobime
HE PacCMaTPUBAETCsI, U 3/IeCh aHAJIN3UPOBaThCs He Oyer. Pabora peryisi-
TOPOB IIPEJIIOJIAraeT He TOJILKO OIPEIeIeHHYI0 BepCuio siapa Linux, Ho u
COOTBETCTBYIOILYIO PEaU3yIOILyIO 9T0 paboTy ApaiiBepoB il KOHKPETHBIX
CeMefiCTB MPOIECCOPOB, YTO IPHBOJUT K MOABJICHHUIO y HAX CBOMX OCOOCHHOCTEIH.
ITosToMy, Kak yzke ObLIO CKa3aHO BBIIE, Hajee B 0630pE PEryIHPOBKa TaCTOT
paccMaTpuBaeTcs /i1 KOHKPETHBIX ITOKOJIEHUII aHAJIN3UPYeMbIX IIPOIIECCOPOB

AMD wu Intel.

1.3. Cpepacrsa paspaborku nporpamm (SDK, Software Development
Kit) ana x86

1.3.1. Tpaguymonnsie (knaccnyeckue) u Hosoie SDK pns x86 ot pasHbix
pa3paboTynkos

B cBs13u ¢ orpoMHO#T pacpocTpaHeHHOCTBIO pUMeHeHusT X86 38 MHOTHe
OBl CO3/IAHBI U UCIIOJIB3YIOTCH MHOTO pa3Hbix SDK, koTopbie B TOI mim
WHOI CTEIeHU TPUMEHSIIOTCA JIJIsi CAMBIX PA3HBIX IIPOIECCOPOB X86 pasHbIX
[IPOM3BOAUTEJIEH, U OITOMY PACCMATPUBAIOTCS 3/I6Ch KAaK YacTh pasjesa 2 06
0bIIeM IS TPOITECCOPOB X86.

SDK 1t x86 — Hambostee mupoKo ynorpebdiisieMble U HanboJiee N3BECTHBIE
BO BCEM MUpPeE, KOTOPBIE PEryJIsipHO aHAJU3UPYIOTCH B IMIyOJIUKAINSX, & UX
3 HEKTUBHOCTD HE TOJBKO JOCTATOYHO CUJIBHO 3aBUCUT OT OPUEHTAIINH,
HAIPUMED, KOHKPETHOI'O UCIOJIB3YIONIEr0 UX CO3/IABAEMOTO IIPUJIOYKEHNsI, HO U
OBICTPO MEHsIETCsI BO BpeMeHu ¢ nosiBjieareM HOBbIX Bepemit SDK. Ux anamms
JTOJIZKEH OBbIT ObI BKJIFOYATH HE TOJIBKO JTOCTUTAEMBIN yPOBEHb ONTHMU3AINN, HO
U IIMPOTY OXBATa MMEIOIINXCSl BOSMOKHOCTe! (HAprMep, B KOMIIMJISITOPaX —
mo/IepKKu HOBBIX Bepcuit OpenMP wuin si3bIKOBBIX KOHCTPYKITHIT HOBBIX
CTaHJIAPTOB SI3BIKOB).

TlosTomy 3/mech TPOBOAMTCS TOJBKO KPATKWUil aHam3 ¢ 0a30BOU u
MIPAKTUYIECKH 110J1e3H0I nHdopManueit 06 akTyaababX s HPC koMmomisTopax,
MIPUMEHUMBIX JIJIsl PACCMATPUBAEMBIX B 0030p€e IIPOIIECCOPOB, M COBCEM HEMHOIO—
006 ocHOBHBIX OubmoTeKax mporpamm. OTiiaqaukn u mpodUIMPOBIIIKT B 0030pe
BOOOITE HE PACCMATPUBAIOTCs. DUOIMOTEKN CPENICTB PACIAPAJLICTNBAHUS 1
COOTBETCTBEHHO KOMMYyHUKaIuii coodrnennsimu turia MPI BooOre nmourn He
YHOMUHAIOTCS.

Hasee umerorcst B BULy KOMIUIATOPBI TOIbKO st C/C-+-+ (Boobrie
roBopsi, u Fortran, HO B 9TOM cjIyvae OTIMYUsI OTHOCSTCS TJIABHBIM 0OpPa3oM
K GpoHT-3H1 YacTu KOMIUIATOpoB). 13-3a cBepxObicTphix uamenenuit SDK
MMPAKTUIECKN BCE IIUTUPYEMbIE CCBLIKY 3/1€Ch OIPAHUYEHBI IIyOJIMKAIAsIMI
[TOCJIETHUX JIET.
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SDK pasHbIx mpou3BoauTesieil 0ObIYHO MOT'YT IIPUMEHSATHCS KaK Jjisi Xeol,
tak u j1yist EPYC (1po HeKOTOpBIe OrpaHuveHust 3TOro pedb noiiger auxke). SDK
ot Intel naBHO OoTHOCAT K JIyuIUM 71 X86 B MUpe, U B IPAKTUYECKOM IIJIaHE
BaXKHO OTMETUTD JOCTYIIHOCTDb 3TUX cpeJAcTB u miist upumenenns ¢ EPYC. Ho
HegasHO Intel mpeasoxuta Hosoe opuruaassHoe mokosenue SDK, oneAPI [75].
B nacrosimee Bpemst B Mupe ucnosibdyercs Kak kiaaccuaeckuit SDK or Intel
(«xmaccuueckuii» —3ro repmun Intel), tak u cpexcrsa oneAPI. TIporpammubie
cpezctBa oneAPI sBistIoTCST OMPOMHBIM HOBBIM TPOAYKTOM Intel, Tpebyrormum
OT/IEJIBHOTO aHAJIN3a, U [I03TOMY OY/IyT PACCMOTPEHBI B CJIE/LYIOIIEM HIO/Ipa3/Ieie.
3/1eCb MBI OIPAHMYUMCS TPAJUIHOHHBIME akTyaabHbME it HPC u xoporo
nm3BectHbIME SDK Jipyrux pa3paboTunKOB € yIIOMUHAHUSIMUA O HOBBIX BEPCHSIX
SDK u pazpaborkax. KoMmuasgTopsl, KOTOpbIe MOTYT UCIIOJIb30BaThest 0T 1TK
JIO CYIIePKOMIIBLIOTEPOB, [IPEJICTaBIIeHbI B Ta0uIe 3.

Tasnuia 3. Cospemennbie Bepcun akTyaabHbX s HPC kommn-
JATOPOB X86

Compiler GNU! LLVM? Nvida? Cray* | AMD?®| Intel
C/C++ gee/g++ | Clang | nve/nve++ | craycc | aocc icc
Fortran gfortran | Flang nvfortran craftn | aocc | ifort

Texymue Bepcun Ha 3.09.2024: 'gcec 14; 2LLVM 19.1.0-rcl;
3NVHPC 24.7; *CPE 24.07; °aocc 4.2.

Kommuisitop gee 14.2 noepxkuBaer OpenMP 4.5, yacruaHo cpejicTsa
OpenMP 5.02, gacts BosmozknocTeit OpenMP 5.1 u HeMHOr0 BO3MOMKHOCTei 1
or OpenMP 5.2. Kommuisitop gfortran mogyep:xusaer® crangapt Fortran
2008 (u coorsercrBerHO PGAS-MOzIeNB coarrays) 1 HEKOTOPbIE BO3MOYKHOCTH
Fortran 2018, a Takxke OpenMP 4.5 u Hekoropsie BosmoxkHocTu OpenMP 5.1.
Haunnaercs U HOANOTOBKA K HOJIepyKKe HOBoro crapgapra Fortran 2023%.

Ccpuiku Ha pasinunble kKomionedTsl SDK or AMD g1 paboThl ¢ mporec-
COPaMH Pa3IMYHBIX APXUTEKTYP Zen o0MIeOCTYIHbI®, a 00IIee PyKOBOICTBO
mo SDK mis 3agaa HPC ¢ BeicokomponssoauTeabubIMEu mporieccopamu EPYC
9004 upezcrasieno B [76]. dusa Takxke ucnonb3yionei apxurekrypy Zen 4
Ccepuy MeHee BBICOKOIPOU3BoAuTe bHbIX nporeccopoB EPYC 8004 (onu
B 0030pe II0YTU HE PACCMATPUBAIOTCS) UMEeTCsd CODCTBEHHDI aHAJIOTMYHBII
gokymernt o SDK. AMD B cBoem HabOpe KOMIIMISITOPOB a0CC OTMEYaeT UX
OPHUEHTAINIO B IIEPBYIO OYEpEeIb HA MIPOIECCOPHI PA3HBIX ITOKOJEHU Zen 1

2https://gee. gnu. org/wiki/openmp, accessed 3.09.2024.
Shttps://gcc.gnu.org/onlinedocs/gfortran/Standards.html, accessed 3.09.2024.
“nttps://gec.gnu.org/gec-14/changes . html, accessed 3.09.2024.
Shttps://wuw.amd.com/en/developer/zen-software-studio.html, accessed 30.10.2024.
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sagaun HPC [77]. Komumnsaropsr aocc 4.2 6asupytorcst ma LLVM 16.0.3. Tam
noyiepxkuBaercst C/C++ 17 u Fortran 2008 (#o 6e3 cpencrs coarrays). st
C/C++ nongepxusaercs OpenMP 5.0, ayg Fortran— OpenMP 4.5; noapobuee
cum. B [78].

Hua AMD ciienyer yka3aTh elle Ha HOBbIE pa3pabaTblBaeMble CPEJi-
cTBa— KoMImIaTop Ha 6asze LLVM® 1 AOMP’ — KOMIIIATOP ¢ OTKPBITLIM
ucxonHbIM KostoM Ha ocHose Clang/LLVM, opreHTHPOBaHHBIH B IEPBYIO
ouepenp Ha upumMenenue cpeacts OpenMP na GPU or AMD. s noseiimmx
nporeccopoB EPYC Zen 5 Turin 6suta pazpaborana Bepcusi aocc 5.0 Ha 6aze
LLVM 17.0.6 [79].

ITo ornomenuto k HPE/Cray nHuzke NpuBOIATCS yKe JAHHBIE HE O TPaJU-
[IMOHHBIX BEPCHUAX UX KOMIIUJISITOPOB, KOTOPhIE IIEPECTAJINA TTOCTABJIATHCS, a
o HOBBIX. B nacrosmee spemss HPE npemnaraer cpeacrsa SDK, HasbiBaeMbie
CPE (Cray Programming Environment). Ogna u3 komnonent CPE, umenyemast
CCE (Cray Compiling Environment) [80] Bkiouaer B cebst, B 9aCTHOCTH,
KOMIIUJIATOPBI, KOTOPbIe ojepxkuBaioT a3biku Fortran, C/C++ u UPC
(Unified Parallel C). Komuumngarop Fortran HPE Cray npakTudecku HOJHOCTHIO
moaepuBaeT crangapt Fortran 2018 ¢ wekoropeimu nckjrogenusmu. CoBpe-
mennble Bepcun HPE Clang C/C++ 6asupyiorcsa na Clang/LLVM. O6iue
nporpammMiubie cpejcrsa CPE mopiep:xuBatorT Takyke HECKOJIBKO CTOPOHHUX
KOMIUJIATOPOB: aocc, Kommmwiaropsl Intel, GNU u NVIDIA [81].

311ech He paccMaTpPUBAIOTCS MaTeMaTHIeCcKre OMOJINOTEKH, CPEICTBA
obmena coobmennsavmu MPI/SHMEM u apyrue komnonenrst CPE (e, o Hux
B [82]).

NVHPC 24.7 [83] comepxkar xoMmuiaTops! nve ¢ noepxkkoit ISO/ANSI
C11, nve++ ¢ momnepxkkoit ISO/ANSI C++17 u nvfortran ¢ mogmepxkoii
ISO/ANSI Fortran 2003. Pacmupenus 3Tux KOMIUISTOPOB Jisl TOIJIEPKKA
CUDA 3j1iech HE paccMaTpUBAIOTCS.

W3 xommmmmsaTropos Intel 3mech MBI yKarkeM TOJTBKO HaA KJIACCHIECKUE
KOMITUJIATOPHI icc u ifort, KOTOpble AaKTUBHO HUCIIOJIB3YIOTCS BO BCEM MEDE JIJIs
TPAHC/ISIMYA TPOIPAMM, BBIMOJHSIEMbBIX HA CAMBIX PAa3HBIX Iporieccopax x86, He
tosibko Intel, Ho u AMD. Yacro npejnoaraercst JOCTUXKEHIE HAnbOJIee
BBICOKOI'O yPOBHA ONTUMU3BAIUN IIPUA UCIIOJIH30BAHUU STUX KOMIMJISATOPOB
Intel, xoTst nMeeTcs naHHBIE U O TOM, YTO HEPEIKO ITO HE TAK, OCOOEHHO IIPU
UCIIOJIb30BAHUY 9TUX KOMIUJIATOPOB JJIsi pacyeToB Ha x86 ot AMD.

Snttps://github.com/ROCm/1lvm-project, accessed 2.05.2025.
"https://github.com/ROCm/aomp, accessed 2.05.2025.
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HUccenenoBanus, CONOCTABIILAIOIINE JOCTUTAEMbI YPOBEHb OITUMU3AIUN
TUMM KOMIIMJISTOPAMHE JIJIsA IIPOIECCOPOB X86, Hava i IPOBOIUTLCA BEChHMa,
JIABHO, ¥ TIO-IIPEKHEMY aKTHBHO BBINOJHAIOTCS U HbIHE. [IpuBeieM HECKOIBKO
IpuMepoB. Pa3ardnble KOMIUISATOPHI U aKTYaJbHOCTh UX MPUMEHEHU JIJIs
AMD Zen 2 (Roma) pacemarpusaiuch, HampuMep, B pabote [84]. Taxxe st
pacueros Ha EPYC Roma u Milan ucciregoBanach ONTUMUBANNSA IITHIO
Pa3IMYHBIMU KOMIIWJISTOPAME, B TOM YUCJIE icc u aocce, B padore [85]. 3uech
KoMITuIsITOp Intel mokazas Jrydinme pe3ynbTaTsl, olepeskas a0CC, XOTs Pa3HUIA
B JIOCTUIaeMOii IIPOU3BOJUTEILHOCTI OOBIMHO OLLIa He TaK BeJIHKa.

B kauecTBe Jpyroro npuMepa ykazkeM HeJaBHIOI pabory [86], B koTopoii
B Tectax MD-bench st MostexysipHOIl TUHAMIKY UCCITEMOBATACH icc, icx (310
Hosoe nokosienue, u3 Intel oneAPI), aocc, gee u clang. Conocrasisiores Takxe
U Pa3Hble BEPCHU OJHOIO U TOTO YK€ KOMIWIATOPa (Hampumep, gec— B [87], no
TaM CpaBHEHHE IIPOBOIWIOCH Ha mporeccope Intel Core i7).

Bcee st paboThl BKIIOYAN JaHHBIE 00 ONTUMUI3AIUN JJIsT ITPOIIECCOPOB
Intel u AMD e crapiie TpeTbero mokojieHust. BICTPHI Iporpece B anmnaparype
paccMaTpUBaEeMbIX B 0030pe IPOIECCOpOB U paciiupenns B Hux ISA, Takme Kak
nomep:kka AVX-512 8 EPYC Zen 4, nejator akTyajbHBIME JIaHHBIE IS
KOHKDETHBIX PACCMATPUBAEMBIX B 0030pe MOKoJeHuil x86.

g EPYC 9004 (mounenu EPYC 9654) nanubie 06 adpdexkruBOCTI
npumenenns mis recra HPL kommmisitopos aoce, cpencrs 6ubanorek aocl
(AMD Optimizing CPU Libraries) u OpenMPI 1o cpasuenuio ¢ oneAPI Base
& HPC Toolkit Classic Compiler 2022.2.0, oneAPT MKL 2022.2.0 (cMm. 0 Hux
nasee B pasgese 1.3.2) u Intel MPT 2021.6 npusezens: B [88]. B [89] na nupumepe
EPYC 9654 conocrasiiena mosrydaemasi OT KoMumisitopos aocc 4.0 u Intel
TPOM3BOUTEIBHOCTD JIJIsI TIEJIOT0 PsiJjia, M3BECTHBIX MPUJIOXKEHU, BKIIOYast
moutekysisipayio quaamuky, CFD u npenckasanue morogpl. Beuto Haiineno, aro
JIOCTUTaeMO€e Pa3JIMYINe JIEXKUT B IIPeJesiaX HeCKOJIbKUX IPOIEHTOB.

B [90] ¢ npumenenunem kommmisiropos aoce 4.0.0 u ifort 2019 cpasruBaach
JocTUraeMasi Iponu3BoanTe/IbHOCTE n3sectHoro CFD-mpuioxenns ANSYS
LS-DYNA na gsyxmuporieccopaom cepsepe ¢ EPYC 9654. ITpu komuusiiun
¢ opyepkkoit AVX2 ayrh Gosiee OGBICTPOJAEHCTBY IO HCIOJTHIEMbIH KO/T
JlaBaJI aocc, a mpu ucnojab3opannn AVX-512 gyt GbicTpee Takoil Ko, JaBast
romrmysgTop ifort.

IMMwpoxnit Arana3oH pa3JINIHBIX TPUIOXKEHIH IPUMEHSICA IPU CPABHEHUN
onruMusanuu Komrmisitopamu gee 13.1 u LLVM Clang 16.0 [91]. XoTs
DPa3HUIA B CPEJIHET€OMETPHYECKON OIIEHKE 110 BCEM IIPHJIOKEHUSIM COCTaBIIIA
BCEr0 HECKOJIBKO IIPOIIEHTOB, HO M3BECTHOE MUHU-IIPUJIOZKEHHE MOJIEKYJIIPHOIO
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nokunara miniBUDE pa6oraso B 1.6 pa3a 6picTpee 1Ipu HCIOJIb30BAHUT
gee, a rect oneDNN (mpo 6ubsmoreky Intel oneDNN rosopurcst Huzke)
paboras B pasbl 6bicTpee nipu Komnusaiuu Clang. [Ipuioxkenue mMoJieKy isipHOi
nunavukn LAMMPS npu ucnosib3oBaHnu 000MX KOMIIMJISITOPOB HUMEJIO
GJIM3KYI0 ITPOU3BOIUTETBHOCTD.

[Ipumenenne cpeHEreOMETPUIECKON OIEHKU MMEET OTYACTU W OrPAHUIEH-
HBIIl CMBICJT U3-3a HESICHOCTH YPOBHsI, KOTOPBIH JOJ?KHBI OBl MIMETh Pa3JINnIHBIE
«BKJIaibl». B j110060M citydae BasKHBIMI MOTYT OKA3aThCs BO3MOXKHBIE YTOUHEHUST
HCIOJIB3YEMBIX JIJIsI KOHKPETHBIX IMPUJIOYKEHUN TapaMeTPOB ONTUMI3AIIAH.
ITosromy mo kpaiiHeit Mepe st CBOOOIHO JOCTYIHBIX KOMIHJISITOPOB IIEJ€CO00-
pa3Ho obecreanBaTh BO3MOXKHOCTH UX BBIOOPA MPOTPAMMUCTAMH.

B c¢Bszu ¢ pacmupenusmu B ISA y nporieccopos Intel, naunnas ¢ Xeon
SPR, Ha AMD Zen 4 He cMOI'yT BBIIIOJHATHCS HEKOTOPBIE HCIIOJIb3YIOIINE
9TH PACIIUPEHNs COBPEMEHHBIE IIPOrpaMMHbIe cpejicTBa. V1 HekoTopble SDK
u3 cocraBa oneAPI rakke Ha Zen 4 He IPUMEHUMBI, HAIIPUMED, OUOIMOTEKA
oneDNN (cm. o Heit B pazzaene 1.3.2) mist paborsl ¢ 3amauamu U, koropast
nojyiepxkuBaer AMX-pacmupenne ISA (cM. o Hem TopoGHEe B pasgedne 3.1.2).

Omuako AMD npejuraraer cOOCTBEHHYIO aHAJIOTUYHYIO OUOIHOTEKY
ZenDNN, onTuMu3MpoOBaHHYIO JIJIsT XapaKTepHbIX oTyinauil Zen 4— 60JbIoro
KOJIMYIeCcTBa si7ep U 6osbInoii emrocTr Kamra L3 [92]. Janusie o mocruraeMoit
¢ ZenDNN na Zen 4 npousBOAUTELHOCTH UMEIOTCH, Hanpumep, B [93].

1.3.2. Cpegcrea oneAPI u nabop nporpammsix uHctpymentos Intel oneAPI

W3z-3a oveHb OOBINON MIUPOTHI OXBATA 00JTACTH TPUMEHEHUST CPEJICTB
oneAPI onu obcyKmaroTcs 371eCh B OTAEIBHOM I10jipa3/iese. be3ycjoBHO,
cpezcra oneAPI 3aciy:kupatoT ropasio 6oJiee moapodHOr0 pACCMOTPEHUS,
qeM OyzeT npoBedeHo fajee. OaHAKO PO UX «KJIACCUIECKYH0» YaCTh OT
Intel HemHOrO cKa3aHO BHIIE, 8 OOJIbIIAS ¥ OYEHb BarKHasl YaCTh KOMIIOHEHT
oneAPI orHocsiTCst K 3amadam VU, Ha KoTOpBIE B 0030pe 0OpaIaercss MeHbIIe
BHUMaHUs 110 cpaBHenuto ¢ HPC.

C Touku 3peHus aBTOpa, HanboJjee sspKue AocTuXkKeHus Intel moceaero
BpEMEHMU JIEXKAT KaK pa3 B obyiactu mporpammuoro obecredenust, SDK. 3mech
HEOOXOIMMO Pa3/InIaTh PeaJu3yIONuics mo ncxoaHoit nanmuaruse Intel mpoekT
oneAPI (poekT ¢ OTKPBITHIM UCXOAHBIM KOJOM C OTKPBITHIM U OCHOBAHHBIM
Ha CTaHgapTax HAbOpPOM MHTEePdEHCOB, OPUEHTUPOBAHHBIN HA PA3HBIE TUIIHI
APXUTEKTYPbI, BKJIIOYasl HE TOJIBLKO [IPOIECCOPBI, HO M aKCEJEePaTOPhl), MOIJeD-
KuBaeMblii B pamkax rpyunsl Unified Acceleration (UXL) Foundation [75],
¥ KOHKPETHBIM ONMTUMHU3UPOBAHHDBIN CBOOOIHO JOCTYITHBIN ITPOrPAMMHBIN
npoaykT Intel oneAPI iy pasHbIX annapaTHBIX CPEJICTB.
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UXL-npoekt oneAPI Bo muOrOM opuentupyercs wa crangapt SYCL,
pacmmupenne C++, KOTOpoe B HACTOsIIIee BpeMsi Hanbojiee aKTyabHO JIJIst
NpUMEHEHHsI B PasHbIx akcejeparopax (mamnpumep, GPU), xora moxker
HMCIOJIb30BAThCsI M HA COBPEMEHHBIX mpolteccopax. Intel mpemioxuaa u
peaymzoBasia pacumpernne SYCL, DPC++. Hekoropyto uadopmarmio o mo-
CTUTaeMoli TIPU UCIIOJIB30BAHUU ITUX CPeJCTB pouspoaurebHoctu B GPU
pasHbIX paspaborunkos MoxkHO Haiitu B [2]. Kpome DPC++/SYCL, oneAPI
BKJIIOYAET ITUPOKUIt HAOOP OUOINOTEK CO CTaHIAPTU30BAHHBIMU UHTEPdeiicaMu,
qro u nopoauiao API B HasBanuu. 31ech, eCTeCTBEHHO, pACCMaTPUBAIOTCS
TOJIBKO OTHOcsAIHecs K x86 cpejcrea Intel oneAPI. Besne masee mox oneAPI
nosipagzymeBaercst uvenuo Intel oneAPT s x86.

BesycioBno, B oneAPI npencraBiieHbl aHAJIOMM 3HAMEHUTBIX KJIACCAIECKUX
nporpammubix cpeacts Intel. Hanpumep, 6ubianorexka MKL Temeps HazbiBaeTcs
oneMKL. Ona, kak n3BeCTHO, BK/IIOYAET KPOME IIPOIPAMM JJIsi BEKTOPHO
MaTeMaTUKU, IJIOTHOW U Pa3PeKEeHHO JIMHEHHO ajaredphl TaKXKe CPeiCcTBa
Jtst ipeobpazoBanus Pypbe U reHepaTOPhI CIrydailHbix uncest. Kiaccuaeckue
rkommmtsitopel C++ 1 Fortran Takxke Bxozsr B coctaB oneAPI, Ho passuBarbest
nagee oyxyt komnuisitopbl oneAPI wa ocaose LLVM. 910 e o3nauaet, 4To Bee
HOBble KOMIIISITOPBI oneAPI Bcera mpeBocxo/IsIT MO YPOBHIO ONTUMU3AIINN
KJaccnyeckue KoMnunsaTops! Intel (em. [94]), HO 9TO MOXKeT 3aBHCETH OT
BEpCHUH.

Intel akTHBHO TPOBOAUT OPUEHTAIINIO CBOUX IIPOIIECCOPOB YETBEPTOTO
¥ ISITOrO TIOKOJIeHui Ha pernenne 3aja4d U, coorBercrBenHo B oneAPI
[IPEJICTABJIEHBI aKTyaJIbHBIE JIJIs 9TO 0bjacTu OMOINOTEKN. Y IIOMSHEM,
nanpumep, 6ubianoreky oneAPI Data Analytics Library (oneDAL) s
MAIIIMHHOTO 00y YeHNsI, YCKOPSAIOILY IO AHAJIIN3 OOJIBINNX JAHHBIX HA BCEX CTAHsIX:
MOJTyY€HNEe JAHHBIX U3 UCTOYHUKA JAHHBIX, IPEIBAPUTEIbHYIO 00PabOTKY,
mpeodpa3zoBaHne, NHTEJIEKTYAJIbHBIA aHAIN3 JTAHHBIX, MOJIEJIUPOBAHUIE,
nposepky u npuastue pemennit. OneAPI Deep Neural Network Library
(oneDNN) 1pegocraBiisier OCHOBHBIE CTPOUTENIbHbIE OJIOKH, UCIIOJIb3yeMble
B IPUJIOKEHUSIX TIyOOKOTro 00y Ienns.

MbI nIpuBeIeM 3/1€Ch TOJILKO CCBLIKH Ha JOKYMEHTAIUIO 110 CPeICTBaM
oneAPI nst HPC [95] u ayist VIU [96]. Xotst HanpassieHus: paborsl Intel
Bce GoJIbIlle yCTpeMJISIOTC K 3ajadaM VI, MOXKHO OTMETHTH 9JIEHCTBO
Intel B coobiecrse OpenHPC, opuenTupoBanHOM Ha 00beIMHEHNE ODIIUX
IIpOI‘paMMHbIX KOMIIOHEHTOB C OTKp])IT])HVI HNCXOJHBIM TEKCTOM, HYZKHBIX JIJIf
pasBepThIBaHNs U ynpasieHus Linux-kiacrepavu [97].
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Texymme (mocryunbie ra 5.09.2024) g0KyMeHTAIMA JJisi HOBBIX KOMIIUJIsI-
tTopoB Intel ornocsares k Bepcusim 2024.2.1 s DPC++/C++ u 2024.2.0
mus Fortran (ifx), a qyia kiaccudyeckoro komnuigropa— k sepcun 2021.1.0
qutst ice m 2024.2 — muia ifort. Tlonmbie onmcanust oneAPI nocrymnasr B [98].
Yro kacaercs ifx, TO UMEIOTCSI JIAHHBIE O POCTE IMPOU3BOUTEILHOCTH TP
ero ucnoab30Bannn B 2P-cepeepe ¢ Xeon Max 9480 wma Besmumny 1o 17%
[0 CpaBHEHMIO ¢ KiaccudeckuM ifort (B ocHoBanHbIX Ha Fortran recrax
u3 coctasa SpecOMP 2012) [99], x0Tst B HEKOTODBIX TecTaxX OBIBAJIO MOHIZKEHHE
na 3%.

Tosopst o mpumenernn SDK ot Intel gyst padorer ¢ EPYC Zen 4, cienyer
OTMETHUTb, YTO CaMble BLICOKHE MOKA3ATE/U TPOU3BOJAUTELHOCTH IIPOIECCOPOB
AMD Genoa (Zen 4, copepzkamux Hanbojee BbICOKOIPOU3BOIUTE/IHHBIE
sipa — cM. Jajee B paszese 2.2) B manabix TecroB SPECepu 2017 [51]
MOJIyYEHBI ¢ UCTIOJIH30BaHuEeM CPeICTB aocc. OIHAKO B CYIIEPKOMIIBIOTEPHBIX
neHTpax, B ToM uncie cojgepxaiux EPYC Genoa B y3/iax, BO3MOXKHO Yaliie
HCIIOJIB3YIOT KOMIMIATOPHI Intel. OnTuMaJbHBIM U 9aCTO TPUMEHSIEMbIM
B CYIIEPKOMITBIOTEPHBIX TIEHTPAX SBJISETCS MPEJJIOKEHNE TIeJIOT0 Habopa
PA3HBIX KOMITHJISITOPOB.

Yro kacaercsd MareMaTHIecKux OMOJMOTEK, TO KpOoMe MPUMEHEHUT
OTKPBITO JIOCTYITHBIX OUOJIMOTEK ¢ Zen 4 MoxKeT ucroib3oBathess u MKL.
Bubmmnoreka MKL jyist 2P-cepeepa ¢ EPYC 9334 B [100] miust HPL nasasa
na 5% 6Gojiee BBICOKYIO NMPOM3BOJAUTEIHLHOCTD, 9€M CBOOOJIHO JOCTYIIHAS
oubanorexka OpenBLAS. 3BecTHOE OTKIIOYEHIE TPOBEPKH MICHTH(PUKATOPA,
nponeccopa B MKL ma sTom cepsepe yBemmanio npoussomarenbaocta Ha 20%.

B oruere (88| na 2P-cepsepe ¢ EPYC 9654 Gblia mostydeHa Ipu UCIOIb30-
Banuu aocc, aocl u OpenMPI ormeuena GoJiee BbICOKas IPOU3BOIUTEIBHOCTD
B HPL, uem nipu pa6ore ¢ oneAPI Base & HPC Toolkit Classic Compiler
2022.2.0, oneAPT MKL 2022.2.0, u Intel MPI 2021.6. XoTst mpou3BONTEIHLHOCTE
O6UOIMOTEK 3/1eCh MOTJIA OKA3aThCs OIPEIEIAIONIEH, TAaKOi Pe3yIbTaT MOXKET
OBITH CBSI3aH C OTCYTCTBHEM OTKJIIOYEHUSI IPOBEPKU UACHTU(MDUKATOPA, JJTsT

Zen 4.

2. Mpoueccopsi AMD EPYC 4erBeptoro nokonexus (apxmrektypbl
Zen 4)

B Zen 4, ecrecTBenno, Kpaiite MHOTO OOIIET0 ¢ apXUTEKTYPAME IIPeIbl-
aymux mokojieHuit mporteccopos AMD, ocobenno ¢ Zen 3. IlorsarHo, 9To
MHOTO sIpKUX 0cobeHHOCTel Zen 4 o0ycyioBiensl qapauM npumMerennem AMD
MHOTOKPHUCTaJIbHOM TexHosoruu. Ho 3/1ech yKakeM TOJIBKO OJIHY OOIILyIO
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0CODEHHOCTD, JABHO UMEIOIIYIOCS B CEPBEPHBIX Iporeccopax x86 kak or AMD,
tak u or Intel — momaepxkKy SMT (KOHKDPETHO — ABYX JIOTUYECKUX sIJIED HA OJHOM
dusnueckom sape). Ipo yuydirenus 3a cyer nupumenenusi SMT B Zen 4
o cpasHeHmio ¢ Zen 3 cM. B [22]. Tamee 06 SMT pedsb B OCHOBHOM MOHIET
TOJIbKO B pazjesie 2.4 npu paccMorpenun Biusiausi SMT Ha POU3BOIUTEIBHOCTb.
s muorux 3agaa HPC Britouenne SMT meaddekTuBHO.

2.1. Mukpoapxutektypa u ISA agep Zen 4

Paccymorperne MUKpOapXUTEKTYPBI IIPOIECCOPOB Mbl HAYHEM C MHUKPO-
ApXUTEKTYPHI sjep. Takoil aHan3 BaXKeH B OoJjiee IMUPOKOM TIJIAHE, 9eM
TeMaTHUKa JAHHOTO 0030pa, MOCKOJIbKY STH s/Ipa MIPUMEHSIIOTCS TAKXKe U
B Apyrux (He cepsepHbIX) nporieccopax AMD. JlocTikeHue BBICOKOM IIPOU3BO-
JINTEILHOCTU KaKJIOTO siIpa BayKHO HE MPOCTO U3-38 CTPEMJIEHUST K BBICOKOI
MIPOM3BOAUTEIBHOCTH BCETO MPOIECCOpPa, HO OCOOEHHO JIJIsi CUTYAITHIA, KOT/Ia 3a
JIUIEH3UIO Ha IIPOrpaMMHOE 00eCIieueHue IIATUTCS 110 TUCILY UCIOIb3YEeMbIX
sanep. udopmaiust B 9T0M pazjiese OyIeT TakyKe BKJIIYATh JaHHbIE 00
YCOBEPITIEHCTBOBAHUAX B [SA, MOCKOJIBKY KOMAH/IbI BBITOJTHSIIOTCS UMEHHO
SIJTPAMU TIPOTIECCOPOB.

OcnosHoit mybsiukamnueiit AMD 1o MukpoapxurekType siiep Zen 4 MOXKHO
cuaurarh pabory [101]. Kaxoe siapo Britodaer B cebst 1 MB uacrHOro
karra L2, aro Basoe Gouibine, uem B Zen 3. Yayumenne [PC o cpaBHeHUIO
C TPEJIBILIYIIUM [TOKOJIEHHEM B CPEHEM JJIsi OJHOTOTOIHBIX HACTOJIbHBIX
npuitoxkenuii cocrasisier 13%. fapo Zen 4 moxker paboraTh Ha gacToTe 5.7
I'Tu. OrHocurenbHo Zen 3 MOBBIIIEHA KAK OJHOINOTOYHAS IPOU3BOAUTEILHOCTD
(Gosee uem Ha 29%), TAK U IPOU3BOJUTEIBHOCTD HA BATT B MHOIOLOTOYHBIX
pabounx Harpyskax [101].

Iocrpoenue dppour-su1 yactu Zen 4 (cMm. 6JIOK-cXeMy Ha pUCyHKe 4)
110 CyTH KAPJUHAJIBHO HE OTJIUYIAETCS [0 CPABHEHUIO ¢ UMEIOIIEHcs st
Zen 2 6s10k-cxeMoit Ha nsBecTHOM caifite wikichip [102], rme pasmemaercs
JlerasibHast MHGOPMAIU 0 MUKPOApXUTEKType mporeccopos. OnHako B [102]
Iyist Zen 2 pucyHOK 0oJiee eTajleH M OXBATHIBAET OOJIBIIYIO 9aCTh SApa.
Awnanormanas madopmanus st Zen 3 m Zen 4 B [103,104] pacemarpusatores
MeHee JIeTaIbHO.

B Zen 4 3a TakT MOXKeT JUCIETYNPOBATHCS JI0 MIECTH I1€JIOUNCIEHHBIX
oleparyii, U BBIIOJHITBCS JIO TPEX 3arpy30K U JI0 JByX coxpaHneruil. TournocTh
[IPEJICKA3aHUST TIEPEXOIOB YIIYUIIeHa TI0 CPABHEHHUIO ¢ Zen 3. YBeJMIeHbl TaKXKe
pasmMepbl 6ydepoB Mo BeeMy sijipy. Y BeJIMUeHa eMKOCTh K3IIa, [TPEBAPUTETHHO
nexopupoBanubix unerpykimit (Op Cache ma pucynke 4), eMKocTH ouepen
3aBepienus (retire) o6paboTku Mukpoonepanuii, u GhaijioB 1eJI0UUCIEHHBIX
PErucTpOB U PEruCTPOB ¢ IuIaBaromeil 3ansaroit [101].



304 M.B. Ky3bMUHCKUI

mq.
|
'

Micro-op Queus *
4 instructions/oycke
hed

6.0ps di

FLOATING POINT

Schaculer m
HEODODZED
3loads iML2

Er—— 1+D) Cache
2 stores Load/Store 32K D-Cache | { ;tv:"
per cycle Queues & Way |

PucvHok 4. Mukpoapxurekrypa sizep Zen 4 (pucynok u3 [101])

Yro kacaercst GPOHT-9HJT 4aCTH, TO B [22] OTHOCHTENBHO yCTPOHCTBA
BBIOOPKM KOMAaH][ OTMEUYEHbI YBeJUUYeHre IIPOIYCKHBIX CIIOCOOHOCTE ovYepean
BBIOOPKM KOMAH/[ ¥ UX JUCIETYNPOBAHUSI, & TAKyKe EMKOCTH K3IIa MUKPOOIIe-
pamuii. Pan u3 stux nanabix orobpakenbl B Tabauiie 4. Ha orHecenHOM
K UCIIOJIHATEIBbHBIM yeTpoiicTBaM ciafizie B [22] ormedeno yBeauvuenue ouepeeii
3arpysku/coxpanenusi, oboux yposHeil 6ydepoB ObICTPOIl lepe3arpy3ku
crpanur (L1 u L2 DTLB) u ap. (cM. Takke Tabmuiy 4).

CobCcTBEHHO PO OJIOKM BBITIOJTHEHUS MBI CKAYXKEM IyTh HUXKE OTIE/IHHO,
OCKOJIbKY B Zen 4 Obuta pacimpena [SA u nosiBuiach 4acTuIHAS TOJIEPIKKA
AVX-512. Unrepec K 6osiee TIOAPOOHBIM, Y€M CTABIINAE CBODOIHO JOCTYITHBIME
JAHHBIM O MUKPOAPXUTEKType Zen 4, BKIIIO4Yasi JeTajbHble OJIOK-CXeMBbI,
[IPUBEJT K TIOSIBJICHUIO PabOT 0 YCTAHOBJIEHUIO COOTBETCTBYIONIEH HHDOPMAIIN
€ TIOMOTIBIO TpUMeHeHns] MUKpoTecToB (cM. [106]). TlonpoGHbIe KomuaecTBeHHBIE
JIAHHBIE O MUKPOApXUTEKType Zen 4 mMerorcst Ha caiite wikichip [104]; orn
OBLIN YACTHIHO UCIOJIB30BAHBI U IIPU MOCTPOEHUN TABJIUIIBI 4.

EcrecTBenno, Ha yBeJmdeHne MPOU3BOIUTENILHOCTH sijiep Zen 4 OTHOCH-
TEJBHO sijiep Zen 3 BINseT U yBeJIMYeHHas eMKOCThb Kama L2 (eu. Tabimiy 4),
u joyu obmero g saep kama L3, Ipuxogierocs Ha oiHo sapo (3ro Gyzer
PaCCMOTPEHO J1aJiee).

B wHTErpasbHOM IIAHE 0TMEYaeTCsl, YTO yKA3aHHBIE BBIIIE U IIPUBE/ICHHDIC
B Tabsmie 4 yCcoBEPIIEHCTBOBAHUSI MUKPOAPXUTEKTYPHI Zen 4 OTHOCUTETHHO
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Tasmuua 4. CpaBHeHme 1nokasaTeseii MUKPOAPXUTEKTYPHI siJiep

Zen 3 u Zen 4

Zen 3 Zen 4
Ouepenb 3arpy3ku, 3anuceit 72 88
Ouepeib COXpaHeHUs], 3aIrcei 64 64
Pasmep ksma mukpooneparit 4096 6912
8-kaHaJIbHBLI HabopHO-acconuaTuBHbIA Kom L1 I/D 32/32 Kb | 32/32 Kb
8-KaHaJIbHBI HAOOPHO-ACCONMATUBHBIN K311 1.2 512 KB 1 MB
Komr L3 na siapo, MB! 4 4
L1 DTLB?2 samuceit 64 72
L2 DTLB? samuceit 2048 3072
Samepxkka kama L2, TakToB or 12 or 14
Bamepxka kamra L3? rakTos 46 50
[MIupuna sogaun komanz (INT+FP/SIMD) 1046 10+6
Daily1 1eJIOYNCIIEHHBIX PETUCTPOB, 3aIucei 192 224
IlesiounciieHHbIN JTAHUPOBIIUK, 3aITUCER 96 96
®@aitsr peructpos FP, 3anuceit 160 192
Bydep nepeynopsigounBanusi, 3amnuceit 256 320
Bazeprkka FADD/FMUL/FMAD TakToB 3/3/4 3/3/4
3anuceit 8 L1 BTB 2x1k 2x1.5k
Samnuceit 8 L2 BTB 2x6.5k 2x7k1

1 o "
16-KaHAJbHBINI 11a6opno—accouuaTuBan;

2 IIOJITHOCTBIO aCCOHHaTHBHbII’I;

3 Zen 4: 24-KaHAJIBHBIK HabopHO-acconuarnBHblil (B Zen 3: 16-KaHaJbHBIH HAGOPHHO-ACCO-
IMATUBHBIN);

OT 3arpysKu A0 HadaJja ucnojb3oBanus (B cpennem). BTB— branch target buffer.

5 BEKTOPHBIX KOMaH/| C IIJIaBaIOIlleﬁ 3alATONl CJIO)KI/ITI:/y!\AHO)KI/ITb/yMHO)KMTb—I/I—CJIO)KI/IT])

Ucrounuku panneix: [103,104], pucyHok-Tabanna Ha caiiTe 6a3bl JaHHBIX IIPOLLECCO-

pos [105].
Zen 3 pator ysenndenue IPC na 14% [22,23,107]. TanHble 0 TOM, KaKue
YCOBEPIIIEHCTBOBAHUS MUKPOAPXUTEKTYPHI sJIep JAIOT KaKOH BKJIaJ B POCT
IPC, 6bL1M npecTaBiensl Ha ciaaiiae gokiaaga AMD, KoTopblii HocHI cHavaa
KOHMUICHITNAJIBHBIN XapaKTep, HO IIOTOM CTaJI CBODOIHO IOCTYIEH Ha Psije
caiitoB (cm., nanpumep, [108]). Ho sTu mammble co cpemHereoMeTpude-
CKO#1 OIEHKOi1 110 22 pa3/ImIHbIM pabOYUM HArpy3KaM OTHOCSITCS K sIpaM
Zen 4 B nporeccopax AMD Ryzen, u o4eBUIHO, 9TO UCHOJIb30BAJIUCH U
cooTBeTCcTByIONME XapakTepuble s [IK paboume Harpy3ku.

Ilo sTum mamHBIM, HanMmeHbIn BKIa B poct IPC BHOCHT eMKOCTH
kama L2, mouTu cToJIbKO Ke — OJIOK BBIMIOJIHEHNUS, pa3a B J[Ba, OOJIbIIE A1
3arpyska,/CoXpaHeHNe, OYTH CTOJIBKO YKe— IIPEJICKA3aHNIe [IEPEXOJI0B, U eIl
pa3a B jiBa OoJIbIle jJayu apyrue 6/10ku HOPOHT-IHT YACTU SIAEP.
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K srum jganasiM 06 IPC MOXKHO TakKe J0OABUTDH IIOJIyYeHHYIO B [88|
6siu3KyIo onenky pocra IPC (ua 12%) B EPYC 9654 ornocurenbuo Zen 3
Milan-X (EPYC 7773X) B n3BeCTHOM KBaAHTOBOXHMUYIECKOM MPIJIOKEHIN
Gaussian 16.

UcnonauTenbabie yerpoiicTBa B Zen 4 ObLIN CYIECTBEHHO MOJEPHU3MPOBA-
HbI OTHOCHUTEILHO Zen 3 6Jiarogapsl BHEAPEHUIO HOAJIEePKKU paciupenns ISA,
AVX-512, koTopoe JJABHO HCIOJIb3YeTCsl B MIPOIECCOPaX Xeon U JaBAJIO UM
paHee YeTKHUe IIPEUMYIIECTBa 110 ITHKOBOM IPOU3BOIUTEILHOCTH. JTOT (DAKT
OTHOBPEMEHHO COIIPOBOXKIAJICS JIO CAMOIO IIOCJIETHETO BPEMEHH JIPYTUMU
dakTaMu — OTCYTCTBUSIME aIMAPATHON MOIEPXKKH 512-OUTHBIX BEKTOPOB
nponeccopamu kak AMD —B EPYC, tak u cepsepabimu ARM-1iporieccopamu,
BrJytouas u Nvidia Grace ¢ apxurexrypoii Neoverse V2 (A64FX sapisirorcst
B 9TOM ILJIaHe UCKJodeHueM [7]).

K sTomy ectb moHsTHBIE TPUYIMHBI— BO3HUKAOMAs n3-3a mojyepkkn AVX-
512 HeoOXOIUMOCTD JONOJHUTENIHHOM IO KPUCTAILIA, I COOTBETCTBEHHO
yBeJIMYeHne CTOMMOCTH 1 dHepronorpebsenus. Pa3paborunku, ecTecTBEHHO,
CPaBHHUBAJIA BO3MOXKHOE YIOPOXKAHKE IIPOIECCOPA U C POCT MIPOU3BOJAUTEILHOCTH
JIJIsT TMIIPOKO UCIIOJIb3YeMbIX puioxkennit, B ToM uncie u B HPC-obmactu. Xors
JUJIsS TPUJIOXKEHUH, TPOM3BOUTETFHOCTh KOTOPBIX P 9TOM CHJIBHO BO3DACTAET,
pabora ¢ AVX-512 mMoxkeT jaBaTh U IOBBIIEHHE SHEPTOIDDEKTUBHOCTH.

CaMbIM OY€BHJIHBIM, C TOYKHU 3PEHUsI aBTOPA, [Jle OYEHb I0JIE3HO UMETh
512-6uroBbie BekTOpa, B HPC-0b6/1actu siBjisieTcst yMHOXKeHHe OOJIBIINX IJIOTHBIX
marput; (DGEMM), uro akTyasbHO, HAIPUMED, JUJIsI SIBHO YIUTHIBAIOIIAX
KODPPEJISIIIO METOIaX KBAHTOBOI XuMun (HO He JIUIsl IMUPOKO PACIPOCTPAHEHHBIX
kBanToBoxuMudeckux Meronos DFT). B kauecrBe camoro 3HaMeHUTOrO TecTa
[IPOU3BO/INTEJBHOCTH, [/I€ Ba2KHO YMHOXKEHUE MATPUI], OOBIYHO YIIOMUHAETCS
HPL [109].

B Zen 4 AMD peasin3oBajia anmapaTHyio HOIIEPKKY dacTu (C TOYKH
3peHHsl aBTOpa— HAnboJIee BasKHYIO) «IIOJAMHOXKECTB» W3 IIOJHOTO PACIIMPEHUs
Intel AVX-512 (1po Tu noaMHOXKeCTBa M., HarpuMep, [110]).

Kpowme ecrecrBennoit qius HPC peanuzarmuun B AVX-512 oneparuit
yMHOXKeHus-u-cyoxkennsi Bekropos (fused multiply-add, FMA) B dopmare
FP64, B Zen 4 nognepxuBaercst pabora ¢ akryaabHbiM 11 T dopmaTom
uu3koit Tounoctu BF16 (koropeiit uacro cuuraior 6osee mosesnbiv, yem FP16).
Hpyras Bakueiimas s 3agaa U peannzoBannas B Zen 4 1o IepKKa
AVX-512— BbINOJIHEHIE BEKTOPU30BAHHBIX Oleparuii HeifiponHoit cern VINNI
[22,23]. OcrambHble MOIEpKIBaeMble B Zen 4 BoamoxkHocTH AVX-512, B TOM
4quciie u Jis Kpunrorpaduu, 37ech BOOOIEe He PACCMATPUBAIOTCH.
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Iist obcy»)ieHust criocoba annaparHoil peanusanuu AVX-512 B Zen 4
HY>KHO 00paTuTh BHUMAaHUE Ha TO, KAK 9TO OBLIO Peajim30BaHO paHee B Xeon.

C TOYKM 3peHusT CONOCTABJIEHUs] BO3MOYKHON TPOU3BOIUTEILHOCTH TIPU
pabore ¢ AVX-512 B Xeon, jaBHo nojyiepuBamonmx peajuzanmio AVX-512,
HaJI0 UMETh B BUIY, UYTO ee MpuMeHeHune ¢ omeparnuamu FMA s 3agaac HPC
UPHUBOJAWIO TaM K CHJIBHOMY [OHMKEHHIO UCIOJIb3YeMO TaKTOBOI 4acToThl (10
cpaBHeHuio ¢ ykazauuoil Intel B cienudukanuu Typbo-uacroroii) cpasy upu
BBINOJHEHAN TAKUX KOMAH/I, & HE TI0CJIe MOBBIIIEHUST BBIIEJSEMO TPOIECCOPOM
SHEPruu.

OrcyrcerBue nmeranpHOro onucanus Intel MexaHN3MOB MOHMKEHUS IACTOTHI
upu pabore ¢ AVX-512 npuBoamio K MOSABJICHUIO HCCIEAOBAHUI 9TOro (He
00s13aTeJIbHO B BUJIC HAYYHBIX IyO/nKanuii) u paboT, HaleJeHHbIX Ha Gojiee
saddexrusnoe npumenenne AVX-512; HecMOTpPsl Ha IIOHUXKEHUE YACTOTHI (CM.,
nanpumep, [111-113]). EcrecrBenno, crajia n3ydarbes U JOCTUTAEMAas IIPU
sToM 3HeproaddexkTrBHOCTD [114].

OaHaKO OTHOCUTENIHLHO «JIEeCKTOIHBIX» Iporeccopos Intel ICL nmeercs
nudoOpMaIs 0 KapAMHAJIHHOM YIIYUIIEHNN MEXaHU3Ma YMEHbIICHUS JacTOo-
Tol [115]; B Xeon ICL MeXaHU3M HOHMXKEHHsI YACTOTHI TaKKe ObLI yIIydIleH
(cMm., Hanpumep, [116]). Ho Ha koHer 2023 roja jietasbHble JaHHble Intel
10 TIOBEJIEHUIO TYpOo-dacToT npu pabore ¢ AVX-512 oTHOCHINCH K Pas3psiLy
KoHbuIeHImaNbHbIX [117].

ITenecoobpa3HoCTh anmapaTHO MOAIEPKKN MTPOIECCOPAMUA MATPUIHBIX
onteparuit, ocobenno st HPC-obsactu, Boobie nojsepraercst comuennto [109].
Bcraer Bonpoc o 6ouibiieit adpdexkrusaoctu npumenenus GPU Bmecto
IIPOIIECCOPOB JIJIs CJIOYKHBIX PACUYETOB B IIPUJIOXKEHUSIX, T/ TPOU3BOJUTEbHOCTh
CHIBLHO pacTeT unpu pabore ¢ 512-6urHbiMu BekTopamu. Oamako AMD
¢ opuenranueii Ha 3amgaun HPC (u 1) B cBOMX HOBBIX Iporeccopax Zen 4
obecrieumta moep:kky AVX-512.

Annaparnas peanusanus AMD pacmupennss AVX-512 cymecTBeHHO
OTJINYIAeTCs OT ee peaju3anuu B Xeon Platinum u GosbimuncTse Mojenei Xeon
Gold. AMD mnomia 1o myTu SKOHOMHUYHOTO PelleHus], IPH KOTOPOM MOXKeT He
TPebOBaThCsl CHJIbHOE TIOHUYKEHME TAKTOBBIX 4acToT mpu padbore ¢ AVX-512,
kak y Xeon. QHAKO [IPU 3TOM [MUKOBas IIPOU3BOAUTEILHOCTD saiep (u3-3a
Gosee Hu3koro ymciaa FLOPS/Takr B Zen 4) oKa3blBaeTCsl BCe-TAKU HIZKE, UM
y Intel.

Ocnosuas nadopmarus or AMD o Tom, Kak OblIa anmapaTHO peaJn30BaHa
mogaepkka AVX-512 B Zen 4, npencrasnena B [22,23]. Xorst B Zen 4
nmeercst Heooxoaumblii st AVX-512 Habop 512-6UTHBIX PErucTpoB, HO
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JTaJiee UCIOb3yIoTcs 256-0uTHbIe KaHAJbI U 256-0UTHBIE OJIOKM BBITIOTHEHUSI.
Beimonnenne 512-6utHbIX omeparuit peajn30BaHO B BUJE ABYX IIOCJIEI0BA~
TEJILHBIX 256-OUTHBIX OIepaIlnii, BHIOJHIEMbBIX B JIBYX COCEIHUX TaKTaX.
C TouKH; 3peHns Pa3pabOTIMKOB, TaKasi PeaInu3alius CIIoCOOCTBYET BBICOKOM
sueproaddexrusHOCTH [22].

HostBasirorest m npeamosoxkernst, uro EPYC 9004 moryTt mpu 3TOM IpOBO-
JUTH GoJtbIie BpeMeHn B TypGo-pexkume [100]. 1, ecrecTBeHHO, MOTydaeTCst
BO3MOXKHBIM BBITIOJHATD Ha Zen 4 NBOMYHBIN KOJI, IPUIOKEHUH, UCIOIh3Y FOIIIX

AVX-512.

Ho AMD eine ycuiauna ¢Bou UCHOJIHUTEIbHBIE yeTpoiicTBa s AVX-512.
B syipax Xeon Platinum u 6ospmmnacTBe Xeon Gold mveercst 1o jiBa ycTpoiicTsa,
CHOCOOHBIX BBIIOJAHATEL H12-6uTHble FMA-omeparuu, uro aast FP64 naer
32 FLOPS/TakT. 9T0 BBINVISIUT €CTECTBEHHO JJjIs aKTyabHbIX st HPC
DGEMM-ymHOXeHUit MATPHUIL, CIIOCOOHBIX JIOCTUTATh TPOU3BOIUTEILHOCTH,
MaKCHMAaJIbHO IIPUOJINYKEHHON K MMKOBOMY 3HAYEHUIO.

Kazxmoe simpo Zen 4 takake kak y Intel umeer 1o nBa MCIOJHUATEIBHBIX
YCTPOICTBA, HO UX allllapaTypa COAEpPKUT JONOJHUTEJbHBINA K FMA BEeKTOPHBII
610Kk cioxkenus [22]. CoorBercrBeHHO, Kaxkaoe dusndecku 256-6urHoe
WCIIOJTHATE/IHHOE YCTPOMCTBO BBIJAET TPHU Pe3y/IbTaTa HaJ BEKTOPAMU JJTMHOM
deTbipe uncaa FP64 3a TaxT, a JBa UCIOJHUTEIBHBIX YCTPOMCTBA JA0T 24

FLOPS/raxr.

Hns peasmzanmu DGEMM 3T0 He BBINVISIAUT €CTECTBEHHBLIM, W HE
criocoberByer joctrmkennio B DGEMM npoussogurenbaOCTH, GJIM3KOIM
K bopMasibHOI MKOBO# BesimunHe. MOXKHO BBIJIBUTATh [IPEJIIIOIOKEHUS], KAK
TaKue PaCIIIPEeHHBIE BO3MOXKHOCTU Zen 4 MoryT 3¢bGhEKTUBHO HCIOIb30BATHCS.
Corunacuo [100], B oguonporeccopHoii (1P) xoudurypanun B recre HPL 310
JTAJI0 BO3MOYKHOCTH IMOJIy9UTh [TPOU3BOAUTEILHOCTD BBIIIE TUKOBOI BEJMINHBI,
paccunTaHHON 6e3 yuera HaJUYHsl JONOJHUTEIBHOTO GJI0Ka CIIoXKeHust (T.e.
¢ 16 FLOPS/raxr).

B pasgeste 2.4.3 ngist iyxuponeccopHoit (2P) koHdUrypamun npejcTasiie-
HBI TIOATBEPKIAIONINE TAKON YPOBEHD JOCTUTAEMON IPOU3BOIUTEIHHOCTH
naruble or AMD. Jljist yrouHeHWsI CUTyalluu Hy>KHBI JIOIIOJTHUTEIbHBIE
uccienosanus. Januabie o nponsBomutensaoctn EPYC 9004 8 DGEMM u HPL
paccMaTpuBaroTCs fajiee B pasjeite 2.4.3.

OrcraBanue siziep Zen 4 OT sigep MacIITabUPYeMbIX IIPOIECCOPOB Xeon Jer-
BepToro u nsroro nokosienuii B uncie FLOPS/rakT Moxker KoMIeHCHPOBATHCS
OOIBIINMU TAKTOBBIMHU YACTOTAMU, OOJIBIITAM TUCJIOM SIIIE€D WM APYTUME
npeumyIecTsaMu Zen 4 — HO 3TO OTHOCUTCH K CPABHUTEJILHBIM JIAHHBIM
O peaJIbHO JOCTUTAEMOI TPOU3BOIUTEILHOCTH, KOTOPas Oy1eT 00CyKIaThbCs
JaJee.
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B Xeon SPR Intel yzke peanuzoBasa Hosoe pacmmpenue ISA, AMX (Advanced
Matrix Extensions) [118] ¢ moiepkKoii MATPUYHBIX OIEPAIUii TOHNKEHHOM
TouaHocTH i 3a7a9 V. DTo sIBIIsieTcss BayKHBIM IIPEUMYIIECTBOM JIJIst
3Tux mporeccopos Xeon B orHomrennu 3ama4 M. Yro kacaercs HPC, To
AMX MOXKeT IMOTEeHIMAJBHO CTaTh aKTYaJbHBIM B CHJIBHO OIDAHMYEHHOM
MaciTabe — B caydae BO3MOXKHOCTHU 3(P(DEKTUBHOTO UCIIOIB30BAHUS [T
SMYJISINU PAcIeToB HoJsiee BHICOKOI TOUHOCTH. PAaboThl B TAKOM HAIIpABICHUN
cefiuac BeyTCsi, HO B OCHOBHOM C OpHeHTaIueil Ha TeH30pHbIe siapa B GPU—
cM. 06 9TOM, HanpumMep, B [2,109].

B zaksiouenune sroro pazzena HeobxoquMo orMeTuTh, 9to y AMD ectb eme
4yTh OTJIHYHBIE OT Zen 4 mporeccopHbie sipa Zen 4c. ComeprKaiiuii 10 BOCbMHI
siep Zen 4c xomiuiekc siiep (Core Complex, CCX) umeeT paciiosioyKeHHbIi B HeM
obumit kam L3 emkocrsio 16 MB — B aBa pasa menbiue, dem y sgep Zen 4 [23].
Komrutekcer siyiep CCX OyayT 06CyKIAThCs B CIEAYIOMEM pasjese 2.2.

B oTsmmune oT ONTUMUBUPOBAHHBIX JJIsi BHICOKON IIPOU3BOAUTEIHHOCTH
anep Zen 4, sinpa Zen 4¢ ONTUMASAPOBAHBI IO ITLIOMA A KPUCTAJIIA ISt
sHeproaddexruproctn [23,119]. fdnpa Zen 4c¢ UCIOAB3YIOTCS HE BO BCEX
tunax nporneccopo EPYC Zen 4 (em. tabmuity 5 HUXKE), 1 K 06CY2KJIEHUIO
3/1€Ch MEKPOAPXATEKTYPHI 1P OHA HEYEro BAXKHOTO, KPOME BBIMIECKA3AHHOTO,
He nobasisor. ITogpobuee o aapax Zen 4c cum. [119].

2.2. Mukpoapxutektypa npoueccopos EPYC Zen 4

OCHOBHBII\/I HNCTOYHUKOM JIaHHBIX JIJIF BCEIr'o ﬂaﬂbHeﬁIHeFO aHaJIn3a B 9TOM
pasgeie spisercd [23]. B cayuae, ecau nadopmaiys 6buia mos1ydeHa u3 Jpyrux
UCTOYHUKOB, HA HUX JIAETCS COOTBETCTBYIOMIAS CChLIKA.

Benuuauna IPC, Bospacratomiast 6J1aroiapst IpoOBOJIUMBIM YCOBEPIIIEHCTBOBA-
HUSIM B J[paX —3TO0 TOJILKO OJIMH MHTErPAJIBHBII (is sijipa) 10Ka3aTesb Cpeju
nHQOPMAIIMU O MHOTUX KOMIIOHEHTAX IIPOIECCOPa, HA KOTOPBIE B TIEPBYIO OUe-
peib obpalarT BHIMaHUE TPOU3BOIUTENN, B TOM YHCJIe IPUBOIS TabJInIHbIE
JAHHDBIE O JIOCTUTHYTOM IIPOTPecce B HOBBIX MOKoJieHusX x86. Iloxkamyit,
Gosibiiie BHUMaHus, ocoberrno AMD, B mocJieiHee BpeMst obpalraercst Ha pocT
YUCJIa IPOIECCOPHBIX SI/IED.

Nepapxust mocrpoenusi mporieccopoB EPYC u3 oTmebHBIX
siAep BKJIIOYAeT HECKOJIbKO YPOBHEH, 9TO CBS3aHO C OOJIBIIUM KOJIAYE-
CTBOM HCIIOJIb3yEMbIX $IJIEP W IPUMEHEHNEM MHOTI'OKPHUCTAJBHON TEXHOJIOI I
(4nieTon).

Cremyromuii ypoBeHb HEPAPXUU HAJ sIIPAME HA3BIBAETCS KOMILIEKCOM
suep, CCX. 13 nux crposresa kpucrasuibl CCD (Core Complex Die), a HecKoibKo
KpuctaymoB CCD 00pa3yroT 1esiblii mporieccop. IIpex e wem nmpucTynuTh
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Tasnmuia 5. Crnenudukanyu mporeccopos Zen 4

GFLOPS?

Cepust
EPYC 8004 Cepust EPYC 9004
(2 cokera— kpome Genoa 9004P)
(1 coker)

Genoa
Konosoe umst Siena Bergamo | Genoa 9004F /Genoa

9004X
Texnomorust TSMC 5 um (6 uM juis 10D)
Coker SP6 SP5 SP5 SP5
ITporneccopusblie siapa Zen 4c Zen 4c Zen 4 Zen 4

" 8004P, 9104-

Hywmepanusa moneseit R004PN 9704 06045 9004F /9004X
MaxkcuMaJIbHOE HYHCJIO Ahep . 96
(smreit) 64(128) 128 (256) (192) 48(96)/96(192)
MakcuMaJIbHOE HYUCIIO sAhep 3 3 8
Ha CCX
MakcumastbHOe umucso CCD 4 8 12 8/12
Maxkcumanbpaoe dncsao CCX na CCD 2 2 1 1
MakcumMaJibHas €eMKOCTb K9IIIa,
L3 (11a CCX), MB 128(16) 256 (16) | 384(32) | 256(32)/1152(96)
MaxkcumaIbHOE UHCIO0 KaHAJIOB
DDR5 6 12 12 12
Maxcnmambpas nporyciuas 230.4 460.8 460.8 460.8
crioco6HocTb namsitu, I'B/c
MaxkcumaibHasi eMKOCTb ITaMsATH 3 6 6 6
Ha coker, TH
JIunauii PCle-v5 (Makcumym) 96 128 128 128
Jlunuit CXL71.14+ (Maxcumym) 48 64 64 64
MakcuMasbHasi yacora, DL 3.15 3.15 4.15 4.4/4.2
MaxkcumaJsibHass boost-gacrora 31 3.1 3.556 3.9573.78
Bcex anep, I'T'g
[TiKoBas MponsBoANTELHOCTD, 3532.8 6912 5529.6 4147.2/5875.2

Hannsle us [22,49,120-122].

1 Kpowme ncnosbsyemoit DDR5-4800, no manueiM [123] oxxnpgaercs u DDR5-5200;

2 Compute eXpress Links;

3 31eck NpuBOAUTCS bOOSt-BeMUMHBI YACTOT;
4 Paccunrana na ocnHoBanun 6a30BOi YACTOTHI auis crapiux moneneii — EPYC 8534P, 9754, 9654 u

9474F /9684X cooTBETCTBEHHO;

5 Ucnonb3oBana TpaauuuMoHHAas AJisi HyMepaunuu mojeseil 3amena pasHbix uudp Ha 0;
6 for EPYC 9654, 3.9 for EPYC 9254;

7 for 9474F, 4.15 for EPYC 9174F;

8 for EPYC 9684X, 4.20 for EPYC 9184X.

IIpumeuanne. 10D (I/O Die) — kpucraJan BBoma-BbIBOAA, CM. 06 9ToM Hu2ke. [IpuBonuMele B Tabaune
XapaKTepHU3yeMble KaK MaKCHMAaJIbHbIE 3HAYEHUsI MOTYT HE NOCTHIATbHC:A OJHOBPEMEHHO (B OIHOI

KOHKpeTHOH Mozenu EPYC).

K aHAJIU3Y 9TOM MepapXuu, yKaXKeM Ha, OOIIyIO JJIsl 9TOT0 OOCYKIEHUS 1
[TOCJIEIYIOIUX AHAJIN30B ITPOU3BOIUTEHHOCTH TAOIHUILY 5.

Ocobennoctu mporeccopos cepurn EPYC 4004 omucaHbl Jajiee B OTAEILHOM
mogpassese. EPYC 4004 o61aga0T MpakKTHIECKH BCEMU PACCMATPUBAEMBIMU
Jajiee OCOOEHHOCTSIMA MUKPOAPXUTEKTYPHI, OTJIMYAsTCh B OCHOBHOM YHCTO

KOJIMYECTBEHHBIMHU ITOKa3aTEJIAMMU.

K Zen 4 orHocsrest Tpu cepun cepseprbix mporieccopos AMD — 9004, 8004

(cm. pucynku 5-7) n 4004.
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EPYC 8004 SIENA (8xx4

..up to 4 dies

 8XX4PN)

hie B L3
upto8 i

Pucynox 5. I/Iepapxpm [TOCTPOEHMS TPOIIECCOPOB Siena u3 siaep
(Z4c na pucynke). Kom L3 — obuuii 1j1st Bcero mporeccopa

EPYC 9004 Bergamo (97x4)

.. up to 8 dies

Cccx CCX

|16MB 13] h6MB 3]
@ Ypto8 [zac) [zac MR.1O8
PucyHoOK 6. Uepapxusi mocTpoenns mporieccopoB Bergamo
u3 anep (Z4c na pucynke). Ksmr L3 — obumit mys Bcero mporeccopa
EPYC 9004 GE’NOA (91x4-96x4)
CCD ... up to 12 dies

PucyHOK 7. Hepapxus nocrpoenus mnporeccopos Genoa uz sijiep
(Z4 ma pucynke). Kom L3— obmmit 1yt Beero mponeccopa

IIporeccopsl u3 cepun 9004 ucnonwsayor Goubmoii coker SP5 (LGA
6096 [124]), uncsio KOHTAKTOB JJIsT MUKPOCXEMBI B KOTOPOM CYIIECTBEHHO
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0oJIbIlIe, YeM B IATHIM ITOKOJIEHUH MACIITaOMPYEMbBIX IIPOIECCOPOB Xeon.
B cepun 9004 umeroTcst Mojiesn, KOTOpblE MOI'YT pPabOTATh TOJHKO B 1P-
koHpurypanun mwin B 1P- u 2P-Bapuanrtax. B npomeccopax cepuu 9004 moryt
UCIIOJIb30BAThCA sapa Zen 4 uian sapa Zen 4c.

IIpomneccopsl cepun 8004 (¢ KOIOBBIM cI0BOM Siena) ¢ GoJiee HUBKUM
TDP u 60s1ee mpoctbim cokerom SP6 mcmonb3ytor sipa Zen 4c, comeprkariye
B JIBa pa3a MeHbIIle eMKOCTh Kama L3, uem B Zen 4. Siena moryT padborarhb
T0JIbKO B 1P-cepBepax. Cepust 8004 opueHTHPOBAHA HA CUCTEMbBI ¢ HEOOJIBITIMA
dbusmueckuMu pazMepaMu U pabOTAIONUMHI B IKOJOTHIECKH CJIOYKHBIX
yerosusix [23]. Mogenu cepun 8004 6biBaroT nByX KiaccoB— ¢ Homepamu 8004P,
u ¢ Homepamu 8004PN. B mocsemiem kitacce Mojesneit Mo aepKuBatoTCs
TUIUYHBIE I TejieKoMMyHuKarmonubix kommanuit CIITA yciosus NEBS
(Network Equipment-Building System) [125].

Iponeccoper cepun 4004 (¢ xomoBbIM csioBoM Raphael) orrOCsTCST
K KJIACCY CEPBEPOB ¢ HaUMEHbIIEH (10 CPABHEHUIO C JPYTUMU CEPUSIMHU )
[IPOM3BOAUTEILHOCTHIO U OIPEIEJIEHHBIMU OTJIUIUSIMU B MUKPOAPXUTEKTYPE
ot aByx apyrux cepuii. EPYC 4004 He mpe/moiararorcs J1jisi IpUMeHeHUs
B obiactssx HPC u VU, Ha koTopbie B IEPBYIO OY€pE/b OPUEHTUPYETCsT 0030,
1 UX 0CODEHHOCTH PACCMATPUBAIOTCS Jajiee BKPATIE B OT/IEIHHOM II0pa3/ielie.

B mpomneccopax Siena 10 BochMu sizep Zen 4¢ ¢ obmuM KameM L3 eMKOCThIO
16 MB obobemuusiorcst B Buge CCX, a 10 aByx CCX dopmupyior kpucramt CCD
¢ xameM L3 emkoctpio 32 MB. Hakonern, mo gersipex kpuctaanos CCD BMecTe
€ KPHCTAJJIOM BBO/Ia-BbIBOa 10D 06pasyror nporeccop (eMm. pucyHok 5). o
BochbMU sijiep Ha CCX mator g0 16 sgep na CCD u j10 64 sijiep HA IIPOIECCOP.

Oo6mas emkocTh kamma L3 coorBercTBeHHO cocTasiseT o 128 MB; on
pasnesisiercst Bcemu sipamu Zen 4c. /Ipyrue manubIe 1o mpormeccopaM Siena
npuBesicHbl B Tabsmre 5. /lamee B 0630pe 3TH MPOIECCOPHI MPAKTUIECKHU He
PACCMATPHUBAIOTCH, IOCKOJIBKY OHU HE COOTBETCTBYIOT OCHOBHOMN €r0 TEeMAaTHKE.

IIpomeccopnt cepum 9004 ¢ KomoBBIM cJIoBOM Bergamo Takke CTpPOSATCS
Ha sipax Zen 4c¢ (M. puCYHOK 6).

B Bergamo ucnonbp3yercs Takast ke nepapxus BILIOTH 10 Kpucrtaia CCD,
HO TIPOIIECCOP MOYKET COJEPKATH HE JI0 YETHIPEX, a JI0 BOCBMHU KpHCTaaoB CCD
1 cooTBeTCTBEHHO 710 128 sijep Zen 4c ¢ obireit eMkocThio Kama L3 g0 256 MB.
Jpyrue manable, B TOM YHCJIEe O TUKOBOI mpousBoauTeabnoctu st FP64 u
HCITO/IB3YEeMOil TaMsTH, TPUBEIEHBI B Tad/mIIe 5.

IIporeccopsr cemeiictBa Bergamo HaresieHbl Ha MacITabNPOBAHKE C TOBbI-
IIeHHO# 9HePro3ddEKTUBHOCTHIO, U UX €CTECTBEHHBIM IIPUMEHEHUEM SBJIAIOTCS
3asaun obagHbIx Texnosoruil [22,107]. Ipoueccopsr cepun 9004 ¢ KomoBbIM
cioBom Genoa crposTes Ha gapax Zen 4 (M. pucynok 7). B Genoa mo BochMmu
sep Zen 4 obpaszyror CCX ¢ obieit emkocThio k3ma L3 10 32 MB, B 1Ba pa3sa
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6osbirieit, gem B CCX na 6a3e Zen 4c. Kpucrana CCD co/iepKHUT MOITOMY He B,
a omaun CCX. Beck mporteccop MoxeT cosepKarh 10 12 kpucrayios CCD u
cooTBeTCTBeHHO 110 96 saaep Zen 4 ¢ obieit emkocThio Kama L3 mo 384 MB.

Kpowme Toro, B cepun 9004 umeroTcst MOJIeJIN TPOIECCOPOB C KOJIOBBIM
cioBom Genoa-X. B mux ucnonssyercst rexuosorust AMD 3D V-cache, koropas
panee npumensiiack u B EPYC Zen 3 (Milan). Ilpu ucnonbzoanun 31oit
TEXHOJIOI'MH II0OBEPX KaxKJ0ro KpucraJsia CCD pazmeniaercd JONOJIHUTEIbHBIA
K3III, TaK 4TO 00Imas eMkocTh K3ma L3 Ha CCD B Genoa-X cocrasisier 96 MB.
CoorsercTBenHO Ha nporeccope ¢ 12 CCD cymmapHasi eMKocThb Kamia L3 (oH
sIBJIsIeTCsE OOIIMM It Beex siyiep) cocrapisier 1152 MB [23].

B zaksrouenue 9Toro obIIero BBeleHusi B HEPapXUIecKoe MOCTPOEHNE MUK-
POAPXUTEKTYPhI PA3JIUIHBIX CEPHil TIPOIEccOpoB Zen 4 paccmorpuM Tabsmiy 6,
COZIEP2KAIIYI0 KOHKPETHBIE MOJEJIN STUX MIPOIECCOPOB, MHTEPECHBIE JJIsi HAIIETO
obzopa. Ho mpexie mposiCHUM CUCTEMY HyMepallnnd BCEeX IPOIeccopoB Zen 4.

Homep momenu mporeccopa cocTouT u3 4eThIpex AeCATHIHBIX Tudp,
HIOCJIE/HASE U3 KOTOPBIX, paBHas 4, 1 03HAYAET OTHECEHNE MOJIEJIN K aPXUTEKTyPe
Zen 4. TIpo cmbicn B niepBoit mudpe, 8 wau 9 gy cepuit 8004 u 9004, Toabko
9TO TOBOPHUJIOCH BHIIIIE.

CkoHnenTpupyemcst Ha Mojiesiax cepun 9004, HOMeEpP KaXKI0i U3 KOTOPBIX
npejcrasisiercs B Bune 9K L4, rine K u L— necaruansie iudpsl. C yBemdeHneM
K or 0 10 6 pacrer uucio sanep (C), mocrynubix B mporeccope: C' = 8 npu
K=0,C=106mpu K=1,C=24upu K =2,C=32upu K =3, C =48
npu K =4, C =64 upu K =5 u C 6sBaer ot 84 j10 96 npu K = 6.

VBenuuenne nudpst L or 1 10 BOCBMU B HOMEPE MOJIEJIN COOTBETCTBYET
pocty npoussoguressHocTu [121]. Kpome Toro, B KOHIIE HOMEpPA MOXKET
OBITH JIOMIOJIHUTEIbHAsST OykBa F 711 MOJ1es1eil, OT/IMYIAONINXCsl IOBBIIIIEHHOM
TaKTOBOI "acToroit, miu 6yksa X jyist Genoa-X ¢ ucnosb3oBanuem 3D V-cache,
win OykBa P mist Mozesteit, KOTopble MOTYyT paboTaTh TOJIBKO B 1P- cepBepax.
s cepun 8004 mcnoJib3yeTcst AaHAJOTUYHAS CUCTEMA HYyMEPAIIUU.

[Ipuuaunoit hbopMupoBaHmst TAKOro GOIBIIOrO KOJIMIECTBA PA3HBIX MOEel
MIPOTIECCOPOB SIBJISIETCST UX OPUEHTAINsT HA Pa3Hble 00JIACTH BO3MOXKHOTO
[IPUMEHEHUsT 1 CTOMMOCTHBIE [OKA3aTeH. JTO CTAJIO0 BO3MOXKHBIM BCJIEJICTBHE
MoysibHOTO T10s1x01a AMD ¢ mcrosib30BaHrEM MHOTOKPUCTAJIBHON TEXHOJIOTUN
7 UepapXuIecKoro MOCTPOEHUs! IIPOIECCOPOB, OIUCAHHOTO BBIIIIE.

Intel B paccmaTpuBaeMbIX J1ajiee mporeccopax Xeon TakzKe Mpejiaraer
OTPOMHOE KOJIMYECTBO CAMBIX Pa3HBIX MOJIEJIE /)i Pa3HbIX IIPUMEHEHUNA.
Onanako i nonnManus SKU BBIIIEONNCAHHBIA MOLYIbHBI moaxon AMD
MIpeICTaBIIsIeTCsT 060JIee IEeTKUM U JIYUIle BOCTIPUHIMAEMBIM.



Tapiua 6. Mogenu cepsepubix nporeccopoB EPYC Zen 4 Homep

Homep Konosoe | Yucno | Yacrora, I'Th | Boost-uyacrora | EMKocTh TDlR Iena? E;: é(g;:;umT R —
Momenu | mMst anep | (Base/Boost) | Bcex saep koma L3, MB | Br (FP64, GFLOPS)?
9754 Bergamo 128 2.25/3.1 3.1 256 360 $11900 6912
9684X Genoa-X 96 2.55/3.7 3.42 1152 400 $14756 5875.2
9654 Genoa 96 2.4/3.7 3.55 384 360 $11805 5529.6
9554 Genoa 64 3.1/3.75 — 256 360 $9087 4761.6
9534 Genoa 64 2.45/3.7 3.55 256 280 $8803 3763.2
9474F Genoa 48 3.6/4.1 3.95 256 360 $6780 4147.2
9454 Genoa 48 2.75/3.8 3.65 256 290 $5225 3168
9384X Genoa-X 32 3.1/3.9 3.5 768 320 $5529 2380.8
9374F Genoa 32 3.85/4.3 4.1 256 320 $4850 2956.8
9354 Genoa 32 3.25/3.8 3.75 256 280 $3420 2496

9334 Genoa 32 2.7/3.9 3.85 128 210 $2990 2073.6
9274F Genoa 24 4.05/4.3 4.1 256 320 $3060 2332.8
9174F Genoa 16 4.1/4.4 4.15 256 320 $3850 1574.4
8024P Siena 8 2.4/3.0 2.95 32 90 $409 460.8

Hanusie n3 [122] u [125] ot 9.04.2024.
! 3nauenue 1o YMOJTYAHUIO; HACTPauBaeMble 3HaAYeHUs cM. B [125,126];

2 nanubie u3 [49] or 23.04.2024;

3 paccanTaHBl ABTOPOM Jisi GA30BOH YACTOTHI.
B Tabuure mpeacraBiaeHbl MOJENN, TPOU3BOJUTEILHOCTh KOTOPBIX OyJeT 06Cy»KIaThCsl [ajiee, WJIN KOTOPbIE MBI CUNTAE€M HHTEPECHBIMH JJIst
JaHHOTO 0630pa.

vie

M 9N

WUMOHUNGER
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Kpucrana 10D u Infinity Fabric. Bee ucnonauresnsibie 610Ku, onpe/e-
JISIIOIIUE [TPOU3BOUTEIFHOCTD IIPOIIECCOPa, 10 KpailHeil Mepe OTHOCUTEIHHO
[MUKOBBIX BEJMYIUH, PACIIOJIOKEHBI B sI/IPAX U YK€ PACCMOTPEHBI Bhbie. dTo
KacaeTcsi HepapxXuu MMaMsITH, TO BIUIOTh 0 ypPOBHsI Kama L2 Bce Takxke
OTHOCHUTCS K SIZIPAM.

Butoku obmiero sutst Bcero mporeccopa karma L3 Takake pacriosiozKeHbl
B IPOIIECCOPHBIX sIJIPaX, KAK U COOCTBEHHO ONEpaTHBHAS AMATH TAK¥Ke 00IIast
qst Beero EPYC. g gocryna siep K maMsITH UCIOJIB3YETCs 1 MEXKCOeINHEHNE
Infinity Fabric (nasee B 9T0M pasjese u pasjese 3 COKPAIIEHHO UMEHYETCsI
IF), KOTOpOE CBsI3bIBaeT MeXK Iy coboit CCD. OHO coepmHsIET IPYT € APYTOM
Bce Kpucrasuibl (dniiersl) [121]. IF, KaK 1 KOHTPOJUIEPHI naMsaTu, B Zen 4
uaTerpupoBano B 6soke I10D. Xotst I0D peanu3yer 04YeHb OOJBIIOE KOJTMIECTBO
pasubix GyHKIHiA (4T0 H03BOJIAEeT roBopuTh 0 Zen 4 kak 0 SoC), OH HECKOJIBLKO
MpOIIe APYIUX KPUCTAJLIOB B Zen 4, U CKOHCTPYUPOBAH C IPUMEHeHueM 0oJiee
nerreBoit Texnosioruu 6 HM. Boku I0D u CCD Kak pa3Hble KPUCTAJIIBI MOTYT
U3MEHATHCS U YCOBEPIIEHCTBOBATHCH HE3aBUCUMO.

Ooree npejacrasienre o KoMioHeHTax 10D fgaer puUCyHOK 8, a ObOIILyo
MJLTIOCTPAITNIO TOTO, KaK 10D 3a/1efiCTBOBAH JjIs COOTBETCTBYIONNX (DYHKITHI
B Pa3HBIX CEPUSX MTPOIECCOPOB, JAeT PUCYHOK 9.

64 Lanes PCle Gen5/

Infinity Fabric (3004)
48 Lanes PCle Gen 5 (8004)

(Not connected in 8004)

SERDES

Security
Processor

PCle Gen5 PCle Gen3
64 Lanes (3004) Bonus Lanes
48 Lanes (8004)

PucvHoKk 8. I0D (pucyHok u3 [23])



4"h Gen EPYC““ Chlplet Portfolio

Telco, Edge
“Siena”

IO Die (10D) 5 IO Die (10D)
with - - with
AMD Infinity Fabric - AMD Infinity Fabric

= —
-~

Pucynok 9. Ucnoabzosanue Infinity Fabric u I0D B pasubix cepusx nponeccopos EPYC Zen 4 (pucyrok

ws [22])

Technica
“Genoa-X"

91¢
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B waiickoit Bepcun 2024 roma mokymenta [23] (B 0630pe mpuMeHsiTach
B OCHOBHOM CeHTsIOpbecKas Bepcus 2023 rozia) mosiBUIach TakzKe UHMOPMALs
06 eme ozHO KoMmmoneHTe B 10D, Giioke ymnpasierns cucremoii —SMU (System
Management Unit), KoTopblit KOHTPOJIMPYET PacipejieieHne MomHocTH Ha 10D,
CCD u sizipa, MOJJIep>KUBast MIPOIECCOP B IpeJiejiaX ero mapaMeTpoB, B TOM
qHUCIIe 33/IAHHBIX ¢ ITOMOINBI0 HACTPOEK yipaBieHus nutanueM. O6 3ToM pedb
noiimer HEKe pu obcykaeaun TDP.

Texuomorust IF ucnosbzyercs AMD He TOJIBKO BO BCEX TMOKOJEHUSIX
nporieccopos Zen, Ho u B cBoux GPU [2] u mocTosiHHO yCOBEepIIEHCTBYeT .
Pacrer ee npomycknas ciocobnocts. B Zen 4 npumensiercs sepcus IF 3.0,
B KOTOPO# UCIOJIB3YIOTCs JIMHUK, paboTarommue Ha cKopocTsax Ha 78% ObicTpee,
vem B IF 2.0, npumensiemeiicss B Zen 3 [127].

Tomnonorust IF koudurypupyema. bazosast gacts IF, Infinity Scalable
Data Fabric (SDF) [128|, naresiena Ha obecledeHe MacCIITaOMPOBAHIS
Mexkcoequaenusi. OHa ocHOBaHa Ha Oosiee panHeil Texrosioruu Hyper Transport,
KOTOpAasi UCXOJIHO OPUEHTHPOBAJIACH HA BBICOKYIO MPOILYCKHYIO CIIOCOOHOCTH U
HU3KYIO 3a7epxkKy. SDF mepeaer manabie MeX Iy KOHEYHBIMU TOYKAMU,
Hanpumep, Mexk 1y ysiamu NUMA. SDF mMoxeT uMeTh TOYKH [TOJIKJIFOUEHUSI
mist PCle PHY, konrposutepos namsaru, xaba USB, a Tak:ke nmpuMeHsieTcst
71 obecriedeHusi KorepeHTHocTu Karma. SDF cBa3bIiBaeTcst ¢ pa3IndHbIMU
cepuasmsaropamu/gecepuanusaropamu (SerDes). Baiok SCH na pucynke 8
oTBedaer 3a HoiepxkKy unrepdeiicos pasupix mun—12C, SMBus, SPI/eSPI
u T. g. Opun u3 6;10koB IF, B 9aCTHOCTH, yIIPABJIsIET TEMIIEPATypPOil U
amexTponuTanuem [128].

Momep:xkanne na dusundeckom ypoue PCle PHY naer IF odeBujimble
IIPEUMYIEeCTBa B ruOKocTr. JacTh nojiepxkuBaeMoro B 10D 60JIbITOro
Habopa JmmHuit SerDes ucnosibayercs st paborel ¢ SATA, gacTb — st
paborer ¢ CXL 1.1+, gacts — g paborer ¢ PCle, gactsb — 1y1st paboThl
¢ IF. IlockoubKy TexHOJOTUs IF mMpUMEHsIeTCS W JIJIsT MEXKCOEJIMHEHUST
IIPOIIECCOPOB B CEPBEPAaX, UMEETCs BO3MO2KHOCTH I'MOKOI0 KOH(MUI'YPUPOBAHUS
IJTs KOHKPETHBIX cepBepoB— dacTh junanit PCle na dusndeckom yposHe
[epeK/IIoYaeMbl Ha paboTy ¢ Kanagamu IF [23].

Konkpernas kordurypaiust u npuMenerre 10D 3aBUCAT U OT UCIOJIb3Ye-
Moro pasbema nporeccopa EPYC, u oT KOHKpeTHOI MoJIe/n mporeccopa, u
or koH(urypuposarus 10D B KOHKPETHON MOEN cepBepa. JT1a THOKOCTH
[T03BOJISIET B KOHEYHOM cYeTe 3(PPEKTUBHO CO3/1aBaTh KOHKPETHYIO MOJIE/b
cepBepa JJIst OIpe/IeIeHHON 00JIACTH ero MpuMeHeHus. Bee HUuKec ey orme
YTOUHEHHUs 6a3upyIOTCs Ha JAHHBIX [23], a jyist paciupenuit 51oif nadopMmarmu
[IPUBOJISITCS COOTBETCTBYOIINE JIOTIOTHUTEJHbHBIE CCHLIKU.
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B EPYC 9004 1o cpaBrenuio ¢ Zen 3 yJIBO€Ha IPOITyCKHAS CIIOCOOHOCTH
BBOJIa-BBIBOJIa TIporieccopa 3a cder npumenerusi PCle-vh B 10D. Kpucrasma 10D
nogaep:xkuBaer 12 kourposiepos DDRS, Infinity Fabric, kourposutepsr SATA u
namaru Compute Express Link (CXL) 1.1+. lyist KOHKPETHOTO cepBepa
MOXKHO CKOH(DUT'YPHPOBATH BO3MOXKHOCTU WX ITPUMEHEHUSI.

B xpucrasie psioM ¢ KOHTPOJIEpAMI TAMSITH HAXOUTCS TAKKe MPOIECCOp
AMD Secure, mo3BoJisisi yIPaBJISITh PSIZIOM MEXAHU3MOB MM POBAHUS MAMSITH,
Bxoggamux B Habop dyuxkumit AMD Infinity Guard (cm. 06 sToM gasee
B OIIMCAHUU CPeJICTB Oe3omnacHoctu Zen 4).

Kpucrasr I0D 8 EPYC Zen 4 umeer 12 IF-coemuuenuii ¢ CCD. Drtu
CCD MOTyT HOIEP>KUBAThH OIHO Wan aBa 1F-coemmnenus K 10D. B momemax
EPYC ¢ gerbippMst CCD MOXKHO HCIIOJIB30BATH ABA TAKUX COCINHEHUST IS
OINITUMU3AIUN IIPOILYCKHON CIOCOOHOCTH Kaxkaoro CCD. DTO mMeeT MeCcTo
B HEKOTOPBIX Iporeccopax EPYC 9004 u Bcex nporeccopax EPYC 8004.
B mMozensax mporteccopos ¢ 6ostee deM deThIipbMs CCD, HaIpUMep B CEpHUU
EPYC 9004, oguo IF cBasbiBaeT Kaxkablii CCD ¢ I0D.

IIporneccopsr EPYC ¢ 6osibimum pazbemom SP5 umetor 128 juauit PCle
u 12 kanasoB namsaru. [Iporeccopst ¢ 6osee mpocrbiM SP6, e MenbIie
KOHTAaKTOB, nojepxkuBaoT 96 gununit PCle u 6 kaHa/0B maMsTu.

Ho B 2P-kondurypamnun cepsepa dactb 10D gosKHa padboTaTh Ha IF-
COeJIMHEHNE MEeXK Iy Iporeccopamu, moaroMmy 2P-kouduryparus EPYC 9004
Ha 2 IPOIECCOpa MOXKET MPEJOCTABIAThL ToJbKO 10 160 aunumii PCle.

Yacte smanit PCle Moxer 6bITh HACTPOEHA KAK BCTPOEHHBIE KOHTPOJIIEPHI
SATA, no 64 smunuit PCle 8 EPYC 9004 (0 48 suuuii — 8 EPYC 8004)
MOTryT OBITh HacTpoeHb! st mojepKku CXL 1.1+ jyist pacimpenus: naMsiTi
¢ KOTEePEHTHBIM K3IIEM W TIOMJIEPKKY TOCTOAHHON (persistent) mamsiTu.
B KoHCTPYKIMU KOHKpETHOI Moziesun cepsepa 6onycubie junuu PCle-3.0 (cM.
PUCYHOK 8) 9acTO MPUMEHSIIOTCS Jijisi PADOThI ¢ He TPEOYIONMMU BBICOKOM
[IPOU3BOUTE/ILHOCTH YCTPOACTBAME BBOJA-BbIBOA (HAIIPUMED, C JIUCKAMUA
SSD M.2), npuMeHsieMBIMHE JIJIst 3arPY3KU CHCTEMBL.

Ho 6oitee Bazkubivm g5t 3aga1 HPC npeacrasisiercst ucnosib3opanue 1F
Bmecro yactu juHuii PCle. IlockosbKy, Kak oTMedYeHO Bbilie, IF cOBMECTHMO
¢ PCle PHY, na dusugeckom yposue dacts juaunit PCle MoryT nmpuMeHsITHCS
st IF. Opun kamas IF ucnosb3dyer dbusndeckoe coequuenue X 16 PCle (aro
COOTBETCTBYET IPOILyCKHas criocobuoctb 128 I'B/c s aByHanpasieHHO
nepegaan). C nponeccopamu EPYC 9004 moxHO cosnasars 2P-cepBepsl, n
Torga j1o derbipex kananos IF (AMD naseiBaer ux G-links, nim xGMI, a uro
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Takoe GMI — cM. HUXKEe) MOT'YT IPUMEHSATHCS JJisl CBSI3U MEXKIY [IPOLECCopaMu
B cepBepe, YTO COOTBETCTBEHHO JIAET TEOPETUIECKYIO JBYHAIPABICHHYIO
HPOIYCKHYIO criocobHOCTh 110 512 I'B/c. D10 HEMHOTO 60JIBIIE TEOPETUIECKOI
MPOIIyCKHOII criocobrocTu 12 moamepkuBaembix B 10D kanajaos DDR5-4800
(12x4.8 T'T'y x8 Gaiir = 460.8 I'B/c). CooTBETCTBEHHO CKOPOCTD JOCTYIIA
K [aMATU JIPYIrOro Iporeccopa 6yin3ka K CKOPOCTH JIOKAJIbHON namaru [23].

ITono6uo Tomy, Kak 16 smamit IF (PCle PHY Ha Hu:KHeM ypoBHE)
obbepunsiorcs B G-kanas, PCle-jmuun o6bequasiorca B P-kana (cM. HuzKe
pucynok 11). jis cBa3u MexKJ1y [IPOLEccopaMu MOXKHO HCIIOJIb30BAThH HE
4gerbipe, a Tpu G-KaHajga— | TOr/Ia OCBOOOIUBIIAECS JIMHUY TPEIOCTABIISTIOTCS
kak jonosnauTeabHbie uann PCle-vh (wm moryTt npumensithes quis CXL) [121]
(0 MEXKIPOIECCOPHOIT CBsI3U CM. B pasjieiie 2.3).

st cBsi3m Mexx iy HabopoM KpuctasioB CCD i I0D MOXKET HCIIOJIb30BATHCS
12 unrepdeiico IF, umenyembix GMI (Global Memory Interface). I0D moryr
paborats ¢ 4-, 8- unu 12-gaepubivu CCD ¢ sapamu Zen 4 wiu Zen 4c. Momenun
EPYC, conepxkaiue He 60jiee gem derbipe CCD, MOIYT MCIOJIB30BATDH JIJIsI
cBs3u CCD ¢ I0D mo 2 GMI.

Kpowme Toro, B coctaB I0D BXOAUT mporieccop 6€30MacHOCTH, 00ecIenBa-
FOIMi, B 9acTHOCTH, GesonacHoe mudposanne namstu (Secure Memory
Encryption, SME) u 6e3onacuyto 3amudpoBanHyio BupTyausanmio (Secure
Encrypted Virtualization, SEV), xa6 konrposutepos mun USB u ap. Kparkas
urdopmanus o Gyurnusx d6ezonacaoctn EPYC Zen 4 npuBesiena B JaHHOM
pasjeie HUXKe.

Xots obcyxaenne 10D HAYMHAJIOCH C UEPAPXUHU TAMSITH, JIO CUX IIOD
COOCTBEHHO OCHOBHAs MAMSITh IPAKTUIECKN HE 00CyK1aiach. Boimre yxke
He pa3 yrnoMuHaJI0ch npo Hasmuare 12 kanajgos DDR5-4800 8 EPYC 9004,
JIAIONIUX COOTBETCTBEHHO IMUKOBYIO IPOIYCKHYIO crocobrnocts 460.8 I'B/c
(6 kanasmos 8 EPYC 8004 aroT NpOMyCcKHYO CIIOCOOHOCTD B J[Ba pa3a MEHbIIE).
Buarogapst npumerernto DDR5 nponyckuas ciocobrocts B EPYC 9004 crasa
pa3a B gBa 6osbIne, geMm B cooTBercTByIOmux Mogenrsx EPYC Zen 3.

st kaxkoro KaHaJja namsitu B 10D umeercs: ¢cBoit korTposiep UMC
(Unified Memory Controller). Kaxapiiit UMC 1103B0JIIET HCIIOIB30BATh
onud miau pBa Moy DIMM na kanas (cokparientno 1DPC wiau 2DPC), u
coorBercTBeHHO 10 24 DIMM Ha pazbeMm nmpu MakKCHUMAJIBHO JOITYCTAMOM
obmeit emxocrn 6 TB [121] (THnoBoit BapuaHT [yIst CO3AAHUS TAKOI €MKOCTH —
ucnonbzosarne 3DS RDIMM emkoctbio o 256 T'B).
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31ech TOIe3HO HAIIOMHHUTD, 94TO X0Td B DDRS mommepxkuBaercs aBa
ciiora DIMM na kanaJs, Takasi UX yCTAHOBKA HA OJITHOM KaHAJIE BBI3BIBAET
YMEHBIIIEHIE YaCTOTHI U COOTBETCTBEHHO TPOIYCKHON CIIOCOOHOCTH KaHasa. Jjis
60pBOBI ¢ 9TUM, KaK U3BECTHO, U MOABUIACH Oy(hepu30BaHHAS TAMITh, B TOM
qnciae LRDIMM (cwm., manpumep, [129]). Bydepuszosannas maMsaTs Moria
npumensitbes ¢ AMD EPYC Zen 3 [103], u moguepxusaercs Zen 4 [104].

Hajmuue B 10D nomuep:kku CXL 1.1+ maer BO3MOXKHOCTD IOJCOEIUHSITh
eme CXL-mamMsaTh KaK IPOMEXKYTOYHBIN YPOBEHb B HEPAPXUU ITAMSATH MEXKILY
OIIEPATHBHON U BHEIIHEH MaMsThI0. DTO IPECTABJISIeTCs Hanbojiee aKTya bHbBIM
Jutst paboThl ¢ 6a3aMu JAHHBIX B MAMATH U MaImuHHOrO obydenusi, xots CXL-
HAMATh MOXKET ObITh [eJIecO00pa3HO NPUMEHATDL U B Apyrux obsacrax [130].
IIpenmnonaraercs acpdexktuBrOCTs TpuMenerns CXL-mavmsaTn u st 3a1a9
HPC [131].

Heckonbko 6oee mo3anee obcyx)ieane B 0630pe nam«aTn s Zen 4,
HECMOTPsI HA €€ BBICOKYIO BaXKHOCTH JIJIsl IPOU3BOAUTEIHHOCTH, OBLIO CIEIAHO
npejHaMepeHHo, mockoIbKy st EPYC Zen 4 umeercss MuHOTO 60J1ee TOHKUX
HI0aHCOB, oTHOCcAIMXCd K NUMA-0COOEHHOCTSIM MTaMsITH, JJIsi 9ero Tpedyercst
OTJIEJIbHBIN aHAJINS.

NUMA-ocobennoctu namsaTu. [Ipu ucro/ib30BaHmM MHOINOKPUCTAJIBHON
TEXHOJIOTUHU B IIPOIECCOpe OYIyT pa3Hble 3aJIePyKKU [aMsTH B 3aBUCUMOCTH
OT BapHMaHTa COCJIMHEHUsI OTAeIbHOr0 KpucTasia (CCD B ciyuae ¢ EPYC)
u KoHTpoJuiepa mamsitu, T. €. 6ygaer NUMA. Tlocsenyromas nndopmarust
orHocureabHo NUMA 6Gasupyercst Ha [121], u orHocutcs k EPYC 9004.

Buaarogapst ucmosb3oBanuio pacmosioykeHHbx B 10D KOHTPOJLIEPOB MAMSITH,
KoTopoe ObLto peanmzoBano eme B AMD Zen 2, HepaBHOMEPHOCTD 3a,/IepXKeK
maMsATH ObLIA CYIeCTBEHHO yMeHbIena. llociemyomue yBesmdeHns eMKO-
ctr K31ma L3 B HOBBIX MOKOJIEHUAX Z€en TaKyKe B OIPEJIEJIEHHOM CMBICJIE
IMMUHUPYIOT pas3Huily 3ajep:kek. [Ipumenenne B Zen 4 HOBOit Bepcun IF
110 CPABHEHUIO C WCIIOJIH30BABIIEHCsS B Zen 3 TakxKe CIOCOOCTBYET YMEHBIIEHHUIO
910l pasHuns! [23]. OxHAKO /I IPUIOXKEHUH, B KOTOPBIX HEPABHOMEDPHOCTH
3aJIEPKKH TTAMSITH OCTAETCsI BAyKHOI, BO3MOXKHA, JIOIOJIHUTE/IbHAS OITHMUA3AIINS
C SIBHBIM YYETOM BO3MOYKHOT'O Pa3JIeJIeHus IIPOIECCOpa Ha JOMEHbI (y3JIbl)
NUMA, o6osnagaembie NPS (Nodes Per Socket).

Kaxk BumHO Ha pucynke 9, bojiee BayKHbBIE s TeJIell TAHHOTO 00630pa
nporeccopel AMD, EPYC Genoa u Genoa-X, a Tak:Ke OpHEHTHPOBAHHBIE
Ha BBIYUCJIUTEIbHBIEC CUCTEMBI C BBICOKOH IJIOTHOCTBIO YIIAKOBKHU IIPOIECCOPBI
Bergamo, nmeroT geTbipe «rpymmbl» KPUCTAIIOB CCD, TeMy COOTBETCTBYIOT
JeThIpe KBAJIPAHTa B mporieccope. M3 HUX MOXKHO 006pa3oBaTh deThipe y3ia NPS
(cM. pucynok 10).
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Pucynok 10. EPYC 9004 Genoa/Genoa-X —ueTbipe KBagpanTa u derbipe NPS (pucyHok u3 [121])
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[Ipu NPS=4 npomeccop pazzensercs Ha 4 y3aa NPS, mpu NPS=2—mna 2 y37a,
npu NPS=1 npoueccop umeer oxus obmumit NUMA-y3e1 Ha cokeT. 3HAYEHUS
NPS ycranasiuBaiorcs B BIOS. Vaasr NUMA obecnieunBaioT JIOKAJIN3AINIO
sJIED, TAMSITH, Xa00B M YCTPOICTB BBO/A-BbIBO/IA. MOXKHO HCIIOJIB30BATH TAKXKe
u jgoxkasm3anuio kama L3 B kaxkmom CCD, u Torga oauu mporeccop ¢ 12 CCD
MozkeT uMeTh 10 12 y3108 NUMA (mogpo6uee cum. [121]).

31ech BaykKHO OTMETUTDH Y€pEIOBaHNE KAHAJIOB IAMSITH, UCIOJIb3YEMOE
JIJIsT BO3MOYKHOCTH OJTHOBPEMEHHO pabOThl HECKOJLKUX KAHAJIOB ITaMSITH
6J1arojiapst pasOMeHNIO aJIPECHOrO IIPOCTPAHCTBA MaMsTh Ha Ojioku. [Ipn NPS=1
9epeIyIoTCs BCe KAHAJIBI MAMSTH Ipolieccopa, pu NPS=2 B KaxJIOM y3J1e
qJepegyercd mo 6 KaHaaoB maMaTH, Ipu NPS=4 depeaoBaHUe ITPOBOIUTCS
cBoe B KaxkoM KBaspanTe. NUMA B 2P-cepBepax paccMaTpUBAeTCs Jlajee
B pasjese 2.3 Ipo BBIYUCIUTEIbHBIE CUCTEMBI Ha Oase Zen 4.

ITosxyuenune undopmanyun o NUMA-KoHMUIypaluu CUCTEMBI U IIPUBS3KA
3allyCKaeMoil mporpaMMbl K siapy mporeccopa uian y3;1y NUMA Bo3MOXKHBI
B Linux ¢ momompio komanapr numactl.

Yro kacaerca ynomsiayToil Boime CXL-namaru ( umeercsd B By He
[OCTOSIHHAS TTIAMSTh, & MOJJIEPKUBAIONIAs OObIYHbIE OIEPAIUH 3aIDY3KH,/ CO-
XPaHEHHMsl), TO OHA MOYKET BOCIPHHUMATHCS IIPOCTO KAK OTIEJIbHBII JOMEH
NUMA-namsity, yBesunauBaromuil Bejaunauny NPS Ha equauiy (IIpoCTo Kak elre
onua NUMA-y3eun 6e3 sinep) — cM., Hapumep, [130].

TDP u perymupoBka dactorbl B EPYC 9004. /Iis 3anaa HPC u
WU, na aro B GOJIbIIEH CTEIIEHN W OPUEHTUPOBAH 0030p, aKTyaJbHBI MMEHHO
OPOIECCOPBI ITOU CEPUH.

O6brunble 3Hauenus pacuerTnoii Temwiooil mommocru (TDP), «mo ymomua-
Huio» npuMmensiembie B Monesisix EPYC Zen 4, npusesensr Boiiie B Tabsmre 6.
BIOS nopzep:xkusaer u pexkum Hacrpansaemoro TDP (¢TDP), auanazon
BO3MOKHBIX 3HAUYEHUI KOTOPOI'O0 U3BECTEH JIJIsl KaXKJOH KOHKPETHOU MOJIEJIN
Zen 4. cTDP moryT ucnonb3oBaTh, HAIIPUMED, TPOU3BOIUTENN CEPBEPOB I
ONTHUMU3AIMYA COOTBETCTBYIONUX UM IIE€JEBBIM YCTAHOBKAM.

Hanpumep, TDP 96-axepaoro AMD EPYC 9654 cocrasiisier 360 B, a
c¢TDP—320-400 Br. Jna 3agaa HPC gacro nacrpausator ¢TDP na makcumasb-
myio MontHocTh 400 BT 4T00B! H0OUTHCS MAKCHMAJILHON TPOM3BOIUTEIHLHOCTH.

B BIOS y EPYC umeercst BayKHBIN PEKUM JIeTEPMUHA3MA, KOTOPBIHA MOXKET
ObITh ycTaHOBJEeH B Power miu Performance. 9ToT pexkum HCIIOJIB3yeT yiKe
yIOMWHABIIHUICS BbIle 60K yrpasienus cucremoit SMU 1yis onpenesienust
s dexTuBHOI YacTOTHI KaxK 1010 fapa. SMU oTciie:KuBaeT B pexKnMe PeabHOro
BPEMEHH MOIIHOCTD, MTOTPEOJIEHNE TOKA M TEMIEPATYPY BO BCEX YACTIAX
nporeccopa 1 ucnodb3yer uadopmanuio o cTDP [121].
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Bei6op Performance ymenbIraer BO3MOXKHBIE PA3JIHYINsT IPOU3BOINTE b~
HOCTU IIPOIECCOPOB B KJIACTEPE, UCIIOJIB3ys OOIIYI0 0a30BYIO TAJIOHHYIO
HACTPOUKY I BCEX OIMHAKOBBIX MOjeJieil mporeccopoB. Beibop Power
HCIIOJIb3YeT IIPEUMYIIECTBA BO3MOXKHOI BapnabeJIbHOCTU «BbIPAOOTKIY U
MOKeT 0DeCIIeunThb YJIYUIIeHHYO IIPOU3BOIUTEIHHOCTE BO BPEMsl BBIITOJHEHMSI.
DTO MO3BOJISET KAXKIOMY IIPOIECCOPY MOTPEOISATH MOIIHOCTD B COOTBETCTBUN
CO CBOMMM HWHUBHU/IYAJbHBIMA BO3MOYKHOCTSMHU, HE JOIYCKAasd IPU ITOM
npesbimenus npejeaa Moraoctr ¢ TDP. Beibop Power my:xen s ycranoBku
c¢TDP Ha makcumasbHOe 3Ha4YeHue [121].

B coueranuu ¢ nacrpoitkamu 8 BIOS BOOST=0ON wu gerepmuanzma
Power sto nozsosisier SMU ncrionb3oBaTh BCIO BO3MOXKHYIO MOIITHOCTD, U
MOXKET JIaTh OoJiee BBICOKYIO 3 (DEKTUBHYIO YACTOTY BBIINIE 0Aa30BON U J1JIst
rsizkeabix SIMD-uarpysok (manpumep, nia DGEMM) [121].

Nudopmarust o mogmepzxkuBaembix B EPYC 9004 coorBeTCTBYOIIUX
PEeryJIMpOBKE 9aCTOTHI COCTOSTHUAX MPorieccopoB u o peryssitopax CPUfreq
nmeercs B [121], Ha 9YeM U OCHOBAHO M3JIO’KEHHE HIKE. Y BCErO IPOIECcopa
WIN €r0 OTIEJIbHBIX sjiep nojepxkuBatoTcs cocrogaus CO, C1, C2.

i1t BBICOKOIPOU3BOIUTENBHBIX CeTell ¢ HU3KOM 3a/1epKKOil (HampumMep,
Infiniband), kak ykaszano B [121], cocrosiane C2 B Linux Hy»>KHO OTKJIIOYATS.
Hacrpoiiku mogo6HOro Tuiia BBIMOJIHSIOTCS C TOMOIIBI0 KOMAHIBI CPUPOWEr
JIJIsT OTJ/IEJIBHBIX TIPOIECCOPHBIX sIIep MJIM BCEro mporeccopa. [lpn Britouenun
SMT Takasl peryJupoBKa C IIOMOIIbIO CPUPOWEr OTHOCUTCA K <«JIOTMYECKUM
mporeccopamy, u oTkaodarh C2 HAMO 7T COOTBETCTBYIOMIEH Maphl JIOTTIECKIX
IIPOIIECCOPOB.

B EPYC 9004 myist paboratoriero cocrosiaus CO MOIIepKUBAIOTCS TaKKe
cocrosaug PO, P1, P2 ¢ pasubiMu gacroramu. B boost-pexxkume (ero MoxkHO
BrounTh B BIOS, a nanee BkiroyaTh/oTKI09aTh B Linux) Kaxioe sijapo
MOKeT paboTaTh Ha YACTOTE BBIIIE TOW, KOTOPAas OIPEIeJIsAeTCs COCTOSHIEM

Po.

[Ipomeccopsr EPYC nognepzxkusaior dernipe peryisiropa CPUfreq. s
HPC o6nrar0 ncnosb3yercst peryiisitop performance, KOTopblit BIOHpaeT
gacTory, ycranasiusaemyio B PO. Ilpu Bkirouerrom boost-pexxume perysasgrop
IBITAETCs HOAHATE YaCTOTy IO MAaKCUMAILHOTO boost-3Haderus [121].

Perymnsrop ondemand ycranaBimBaeT 9acToTy B 3aBUCHMOCTH OT HCIIOJIb-
3yeMOil HArPy3KH. JTO CIIOCOOCTBYET OBICTPOMY BBIXOJYy Ha, MAKCUMAJIBHYTO
pabodyro YacTOTy C IOCJIEIYIONINM MOIIAaroBbIM CHHUXKeHneM 10 P2 mpu
NPOCTANBAHUU. DTO IIOXO JJIsl «KOPOTKO-’KUBYIIUX» HUTEH [121].
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Perynsarop conservative anasornden ondemand, HO npesgaraer 6osee
IUIABHBIN TIEPEX0J] K MAKCUMAJIBHON YacToTe n OBICTPBIH BO3BpaT K P2
Ha xojiocToM xoixy. Hakomer, powersave ycTaHABINBAET CaMyIO HU3KYIO
[IO/IJIEP?KUBAEMYIO 9acToTy, PUKCUPYs ee Ha ypoBHEe P2.

Bribop ucrniostasiemoro perynasropa Takxke ocymiecTBisiercsa B Linux
€ TIOMOIIBIO CPUPOWET.

AnnaparHasi moaep kkKa BUpTyasm3anuu. Kak yxke ObLIO yKa3aHO
BBIIIIE, ITPO 3TU OCOOEeHHOCTH Zen 4 3j1ech Oy/IyT CKa3aHO MPEeJIeIbHO KPATKO.
Texnosiorust supryasmsanun AMD-V mpumensiercs: B mporieccopax UpMbI
OYeHb JABHO, U JIJISI Hee UCIIOJIb3YeTCsl COOTBETCTRYIOMas yacTb ISA. AMD-V
BKJIIOYAEeT B cebsi 1 Takne (DYHKINN, KAK BUPTYAJU3AIAIO BBOIA-BHIBOIA
(AMD-Vi), noiepKuBaiolyo npsMoe Ha3HAYeHUe YCTPONCTB BUPTYATbHBIM
MammHaM, 1 Bupryaausaiuio npepbiBannit AVIC (Advanced Virtual Interrupt
Controller).

Ho caMbIM BasKHBIM 31€CH IIPEJICTABJISIETCS MUHUMU3AIMS HAKJIATHBIX
PACXOZIOB Ha BUPTYaJM3AIMI0 BUPTyasbHOH namsaTn. AMD ucnosbsyer
JUUISL 9TOTO BJIOYKEHHBIE TabJIMIBI CTPAHMUIL, IPUMEHSIsI TPAHCIISIIUIO aJPecoB
Broporo ypoeHsi (SLAT), mozsosisioniyo n36exKarh HAKJIAAHBIX PACXOJIOB IIPH
UCHOJIb30BaHNN TeHeBbIX cTpaHul. AMD jyist 9T0ro JaBHO NPUMEHSIET CBOIO
rexnosiornio Rapid Virtualization Indexing (RVI).

YunuThiBas BO3MOYKHOCTH PACITHPEHUST TTAMSITH ¢ IIOMOIIBI0 KOHTPOJIJIEPOB
CXL a5t ajipeca BUPTyaJbHON IaMsTH B Zen 4 MCIoJib3yercs yke 57 Out, u
pean30BaH NATHIA YPOBEHb BJIOXKEHHBIX Talbsui| crpanul [23] (usaTeiii yposeHb
TabJIUIBI CTPAHUIL st paboThI ¢ H7-ONTHBIME ajpecaMu ObLT TIpeioxKeH Intel
B 2017 roxy [132]).

IIpu ucnosb30BaHUN BUPTYAJIM3ANNNA PE3KO BO3PACTAIOT TPeOOBaHUS
K 0€30IaCHOCTH, TOCKOJIBKY HEOOXOANMO ODECIIEeUNTh U300 JTAHHBIX
B Pa3HbIX BUPTYaJbHBIX MalluHax. J[JIsi 9acTO MCIIOJIB3yeMOro BTOPOTO
YPOBHsI BJIOXKeHHBIX cTpaHull, SNP, y AMD naBHO HCIIOJIB3YIOTCS ¥ CPeJCTBa
obecrieuerns GesonacHocrn SEV-SNP (SEV — Secure Encripted Virtualization),
CM. HUXKeE.

IIpospaunbie orpomubie crpanuipl (Transparent Huge Pages, THP),
ucnoab3lyemble B Linux mjst ymenbinenus npomaxoB B 0ydepe TLB mis
KOMIIBIOTEPOB € OOJIBITIME 0O'beMaMU MAMSTH, B Zen 4 MOTyT uMeTh pa3mep 2
MB [121]|. THP umenyiorcs 1po3padHbIMU, [IOCKOJIbKY [IPU BKJIOYCHUN
paboTel ¢ HEUME B gape Linux nmpuiozkeHus 06 3TOM sIBHO HE YBEIOMJISIIOTCS —
B IIPE/IIIOJIO’KEHUY TIOBBIMIEHUST UX TPOU3BOJAUTEIHLHOCTH 32 CUET COKPAIECHHS
HAKJIAJIHBIX PACXOJIOB HA YIIpaBJeHHNE MaMATHIO IpHU ucrob3oBanun 1TLB
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6Jtaro/1apst COKPAIEHNIO YUC/Ia TPeOyeMbIxX 3amuceit B 3ToMm Oydepe. Briodyenne
morepkku THP B simpe Linux moxker moseicuts pabory HP C-nipuitoxkennit,
HO npu pabore ¢ B/l vale yMeHbIIaeT MPOU3BOAUTEILHOCTD, U €r0 TaM
COOTBETCTBEHHO OTKJIIOYAIOT.

Beszomnacuocts. AMD yrensier 6ombinioe BHUMaHIEe 06eCIiedeHn o 6e3-
oracHOCTHU B Zen 4. EcTrecTBEHHO, 9TH CpeAcTBa OE30IMACHOCTU TTOITAITHO
Pa3BUBAJIMCH, HAYUHAS C IEPBOTO MmoKojenus Zen. AMD npunumaer mepbl
10 YCTPAHEHUIO ySI3BUMOCTEH, M3BECTHBIX BO BPEMs Pa3pabOTKU, U ITO HE
IPUBOJUT K HEOOXOAUMOCTH M3MEHATDH IIPUKJIAHbIE TIPOrpaMMbl [23].

Paciupenne npuMeHeHnsT BUPTYAJIU3aIIN, €CTECTBEHHOMN J[JIsi MHOTOSs1JIED-
HBIX Zen 4, KaK OTMETEHO BbIIIIe, TPeOyeT HOBBIMIEHHO H30JISIUE BUPTYAIbHBIX
MAIIUH, ¥ COIPOBOXKIAJIOCH COOTBETCTBEHHO yCUJICHUEM AIapaTHOMN 0/~
HepkKu cpeacts bezonacHocTu. [lockonbky y AMD uMeercs: mesiblii psa
TAKNX CPEJICTB, JIJIsl HEKOTOPBIX NMEETCsI CBOE CODCTBEHHOE OIUCAHUE, MbI
OI'DAHUYIUMCH 37€Ch B OCHOBHOM yKa3aHHEM CCBIJIOK HA HUX. DTH CPeJCTBA —
Infinity Guard (B HeM MHTErpHpOBaHbI yIOMUHABIIMeECs Bbie cpejacTBa SME u
SEV-SNP) [133], 6esonacuoctn namaru [134|, renesoit crex (Shadow Stack) u
samuTa 60koBbIX KaHasoB (Side Channels).

BospmmacTBO MOTEHIMAIBHBIX TPOOJIEM ¢ OE30MACHOCTBIO UMEIOTCS ¥ BCEX
COBPEMEHHBIX IIPOLEeccOpoB. TeHeBoil crek M 3amuTa OOKOBLIX KAHAJOB HMEIOT
[psIMO€e OTHOIIEHNE K 3a/avaM BupTyasamusanuu [135]: HykHa cTporast u30J1siust
MEXK/y Pa3JUIHbBIMUA BUPTYaJM3UMPOBAHHBIMU MOCTAME, U KaXKI0H BUPTYAJIbHON
MAaIllliHe HYyKEH COOCTBEHHBIN KJI0U mudpoBanus. ObecriednBarOTCsT U
Ge3onacHble BJIOKeHHbIe Tabuuipl crpanul (nested paging). B cocras I0D
BXOIUT COOCTBEHHBIN MPOIECCOP GE30IMaCHOCTH; HOAIEPKUBACTCSA TAKYKE
muorokiiouesoe mudposanue (SMKE) [133], koropoe no3sosisier rutiepsuzopam
BBIOOPOYHO MU POBATEL JAUAIIA30HLI aJIPECHOI0 IPOCTPAHCTBA B IIAMSITH,
noaxsmodennoit kK CXL [23].

[Tybmukamum o cpemcTBaM obecriedenus: 0e30macHOCTH B Zen 4, BEPOSTHO,
OyJLyT CKOPO MOSIBJISITHCSI. 37IECh MBI yKaykeM Ha paboty [136], B KoTopoii
AHAJIU3UPYIOTCS JOBEPEHHbIE ILIAT(MOPMEHHBIE MOLYJIM U BO3MOXKHOCTHU
mporeccopa 6esonacaoctu AMD B Zen 3. IToka paboTbl 110 U3Yy4YEHUIO
6e3onacuoctu uposogrcd eme u g AMD Zen 2 [137,138].

Ocobennoctu nponeccopoB EPYC cepuu 4004. D1u mnporeccopbl
MIPUMEHSIIOTCS B CEpPBEpax ¢ HEDOMBINM THCIOM sifiep 1 ofHuM cokeToM. Uudop-
manus 06 EPYC 4004 umeerca B maiickoit Bepcuu 2024 roga gokymenta [23],
HA YeM U OCHOBAHO KPATKOE M3JIOKEHUE B 9TOM I0JIpasJesie.
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EPYC 4004 coumepxat ot 4 10 16 saep u mo asyx CCD. MakcumaabHO
BO3MOXKHAas eMKOCTh Katia L3 coctaBisieT coorBercTBeHHo 64 MB, a 3D
V-kama — 128 MB. B stux mpomeccopax ucrosib3yercs 6oJiee MpoCcToit
I0D ¢ MeHbIIeil, 0 CPABHEHUIO ¢ DOJiee CTAPIINMU CEPUSIMU IIPOIECCOPOB,
ILIOMIAIBIO.

B sTom I0D no cpaBhuenuio ¢ apyrumu cepusmu EPYC Zen 4 umeercst
psan momudukanuii. B yacraocTn, nqobasiien rpadpudeckuii mporeccop AMD
¢ apxurekTypoit RDNA2. B I0D 3aech umeercst ojuo ycrpoiicTso SerDes
¢ 16 muausMu, u ogHO — ¢ 12 yimHuaMu, u 31o gaer a0 28 nuauit PCle-v5.
Nmeercs aBa kanasa namsta DDR5-5200 ¢ obmieii TeopeTHdecKoil mpoIycKHO
criocobrocThIO 83.2 I'B /¢, a emMKocTh 9T0i mamsaTu Moxer Jocrurars 192 I'B.

Ho 6s1aroapst ucroib30BaHu0 HEOOJIBIIIONO YHUC/IA SIJEP OHU MOTYT
paboraTh B IPOIECCOPE HA BBICOKMX TAKTOBBIX YACTOTAX, IOBBIIIAS IIPOU3BOIM-
TEJIbHOCTD KaxkKA0T0 siapa. Tak, 16-axepras momenns EPYC 4564P umeer
6azoByto uacrory 4.5 I'T'n, a yckopennyro— a0 5.7 I'T'i [139].

IIporeccop 6e3omacuoctu B 10D 310it cepun EPYC He nopuepxuaer SEV
u SMKE. EPYC 4004 opuenTupyiorcsi Ha IIpUMEHEHHE B CepBepax Jisi MaJoro
OGu3HECa, XOCTUHTA, BBIIEJIEHHBIX CEPBEPOB U APYTUX 0bjacTeii, Tje J0CTaTOIHO
[IPUMEHEHNE MTPOLECCOPOB ¢ HEGOJBIIUM YUCIOM SJIED.

2.3. O BbluucanTensHbIX cuctemax Ha b6ase npoueccopos EPYC 9004

[Mpomeccopsr EPYC 8004 u 4004 MOryT MCHOIB30BATHCS TOJBKO B KOMITHIO-
Tepax € OJHUM COKETOM U Jajiee He PACCMATPUBAIOTCs. PeaslbHO Ha MecTe
9TOrO pasjiesia MOXKHO ObLIO ObI 0O6CYK/JIATh BCE OT MATEPUHCKUX ILIAT JI0
CyIEPKOMITBIOTEPOB, ITOCKOJIBKY paHee aHAJU3UPOBAJIICH TOJIBKO IIPOIECCO-
pet. Ho B cooTBeTcTBUY € HAIIPABJIEHHOCTHIO 0030pa PACCMOTPEHNE HIKE
orpann4deHo HekoTopbiMu oTHOCsIUMECsT K EPYC 9004 ocobennocTsimu — a
COOTBETCTBYIOIIE MATEPUHCKHUE ILIATHI U CEPBEPHI BLIIIYCKAIOT BCE BEIyIIUE
mpousBoauTesu. VIMerorcs camble pa3Hble BAPDUAHTHI CEPBEPOB U CUCTEM
13 HECKOJIBKUX MOJIYJIeH-CEPBEPOB 1 C BO3/YIIHBIM, U C BOJSHBIM OXJIaXKICHUEM,
Kak 6e3, tak u ¢ GPU.

C EPYC 9004 moryT co3gaBarhest 1P- u 2P-cepBepbl. B mocseamx, Kak
OBLIIO OTMEUYEHO BBIIIIE, JJIsSI CBSI3U MEXKJY IIPOLECCOPAMU HUCIOIb3YIOTCS
Tpu nian Yerbipe KaHasa IF (G-kanana, cMm. pucyHok 11). st cepBepos,
TpeOYIOIUX MHTEHCUBHOI'O BBOJIA~-BBIBOJIA, MOYKHO HUCIIOJIb30BaTh Tpu G-KaHaJa,
TOTIa OCBOOOIMBIIMHUICS KaHa MOXKHO BbiaeunTh 1t PCle-v5, momyaas
B cymme 160 smamit PCle Ha Bech cepep.
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Opuenranus AMD na HPC Buana nake u3 pykosogcTsa 1o BIOS.
ITapamerpsr BIOS moxkHO orcitexkuparh B Linux, a HEKOTOpBIE HaxKe H3-
MeHsiTb. B BIOS cepeepos ¢ EPYC 9004 ectb 1e/iblil psij, HHTEPECHBIX
ONIUiA, CIIOCOOCTBYIOMNX BO3MOKHOMY VJIYUIICHUIO ITPOU3BOINTETHHOCTH
nm sHeprosddexTusHocTr. MOXKHO ¢ maromM 1 yMeHbIIATh KOJUIECTBO
HUCIOJIB3yeMBbIX sjiep B CCD or 8 10 1, coxpaHsisl Ipu 3TOM HEU3MEHHO
0011yI0 eMKOCTh K3mma L3. M0oXKHO yMeHbIIaTh KOJMIEeCTBO aKTUBHLIX CCD
B IIPOIIECCOPE, COXPAaHsist TIPH TOM KOJMYECTBO siep Ha CCD [121].

Kaxk yxke 66110 yrazano B pazzese 2.2, B BIOS ecrb omrust, paspermatoriast
WJIM 3aIIPEINAoIasi YBeJInIeHne UCIoIb3yeMOoil 9acToThl mporeccopa. Ecim oxa
BKJIIOYEHA, TO B KOMAHIHOM cTpoKe Linux ee MOXKHO OTKII09aTh. lloHATHO, 9TO
eCTh Ol BKJIOUeHus/oTK/ouennst SMT (KazKIoe sp0 MOXKeT HOJIEePKUBATH
OJlHy miu JBe HuTH). Ecrh onnus, nosblimaoiiasa B Linux adbdekTuBHOCTL
00pabOTKU MPEePhIBAHNI B KOH(MUTYPAITUH ¢ OOJIBITIM YHACIOM IIPOIECCOPHBIX
saep.

MOKHO sIBHO yCTAHABIUBATH CKOPOCTb HaMaTu (10 5400 MUIIHOHOB
nepeziad B CEKYH/Ly, YTO TOBOPHUT O BO3MOXKHOI1 pabore Zend u ¢ DDR5-5400).
Cucrema ¢ gByMst cokeramu umeer 24 xanasa mamstu. [lpu ycranoske B BIOS
NPS=0 nonasisiercs ucnonab3osanne NUMA, u Best obmast naMsaTh, IOICOEII-
HEHHasi K 00OMM IIPOIECCOPAM CEPBEPA, BBINJISLIUT KaK OJHOPO/HAasl. IlaMsiTh
[IPU 9TOM YepeyeTcsi 10 BCeM KaHaJjlaM B €IMHOM aJIDECHOM IIPOCTPAHCTBE
cepeepa. Yepenopanue namsity B BIOS moxkHO orkiounTs [121].

Psan onmumit orHOCHTCS K pabore ¢ xGMI. Iloapobuee mpo pabory ¢ xGMI u
o BIOS, a takxke gapyrue Baxkabie st HPC ocoberHocTr, BKIIFOUYast
paboty ¢ mexcoeaunennsimu Mellanox, cm. B [121].

Awnasnornuso pykososcrsy [121] ass HPC, AMD npe/raraer pyKoBOJICTBO
st addexrusHol padorel ¢ VN [140], rjae onmcaHo, HAIpUMeED, Kak
3¢ HEKTUBHO CO3/1aBATh OPUEHTUPOBAHHBIE HA 00PAOOTKY OOJIBIITIX JAHHBIX
Hadoop-xmacrepsr.

C Touku 3penns 6e3omacHocTn cepBepoB Ha 6a3ze EPYC 9004 ykaxem, aro
oun nostyuaior ceprudurar FIPS 140-3 (manpumep, cepsep or Lenovo [141]).

B 3aBepmenne pasgena npo Boraucauresnbuabie cucrembl ¢ EPYC 9004
MIPOWJLIIOCTPUPYEM UX HPUMEDPAMHU CEPBEPOB C STUMHU IIPOIECCOPAMHU, U
UCIOJIB3YIONNX UX y3JI0B cymnepkoMitbiorepos u3 TOP500.

B kadecTBe TUIIMYHOTO BAPUAHTA MOCTPOEHUS TAKOI'O CEPBEPA MOXKHO
yKa3aTh Ha JeTajabHyo 6s0k-cxeMy s Lenovo ThinkSystem SR665 V3,
OTHOCAIIETOCS K TPAJAUIMOHHBIM 2P-cepBepam ¢ dbopmbakTopom 2U [142] (cm.
pucyHok 12).
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B kauecTBe mprMepa rOMOTEHHBIX Y3JI0B CYIIEPKOMIIBIOTEPOB YKAXKeM
ua Shaheen III B Caynosckoit Apasuu, mosisuBmumiicst B 2023 roy 1 3aHAMAIO-
it 23-e Mecro B utobckoM crimcke TOP500 2024 roxa. Tam y3ibl cogepkar
no jasa nporeccopa EPYC 9654 [143].

B kauectBe mpumepa s rereporenusix y3i0B ¢ GPU Henb3st He ykasaTh
Ha TEPBLIH B Mupe 3K3adJIONCHBIN cynepKoMmitbiorep Frontier. XoTs Tam
B y3Jax ucnoib3yiorcs 64-auepuasie EPYC TA53 ¢ sapamu Milan (110 ogaomy
[POIIECCOPY Ha y3ei1), HO B IIPOLIECCOPE YIKe IPUMEHsIeTCsl 60Jiee COBPeMEeHHBII
10D [144]. IIpo supupyronmii HauuHast ¢ HossGpbckoro cuucka TOP500
2024 roma cymepkommbiorep El Capitan, B reTeporeHHBIX y3/1aX KOTOPOTO
IIPUMEHSIIOTCST IIPOIECCOPBI Zen 4, ToBOpUTCs B pazjene 7.

JIpyruM MHTEPECHBIM IIPUMEPOM CYTIEPKOMITBIOTEDA U3 UIOHBCKOTO (2024
rona) cuucka TOP500 ¢ GPU Nvidia H100 saBisgercs Hemenkuii CynepKOMIIbIO-
rep HoreKa-Teal, 3anumaromuii 6-e mecto B coorBercrBytonieM circke GREEN
500. B yzmax HoreKa-Teal ucnosiszyrorcest cepepnl Lenovo ThinkSystem
SD665-N V3, comepxamue no asa 32-simepubix EPYC 9354 [145].

2.4. O npou3BOAMTENLHOCTU BblYUCAUTENbHbIX cuctem ¢ EPYC Zen 4

31ech OyIyT pacCMOTPEHBI JAHHBIE O IIPOU3BOJIUTE/IbHOCTH B IIEPBYIO
ouepesib cepepos ¢ mporeccopamu EPYC Zen 4 cepun 9004, B ToMm [mcye
B CPABHEHUH C CEPBEPHBIMU IIPOIECCOPAME X806 HPEIBIIYIIErO TOKOJIEHUST U
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ARM-nporieccopamu, XO0TsI B HEKOTOPBIX CJIydasX MPOBOJIUTCS U MOJIE3HOE
cpasuenne ¢ GPU. Jlanubie 0 TPOU3BOIUTETHHOCTA KJIACTEPOB TTPUBOJSITCS
UCKJIIOYUTENIBHO JIJIsT JEMOHCTPAIIUN MACIITAOMPOBAHUS B HUX [TPOU3BOIUTE b
HOCTU KOHKPETHBIX [TPUJIOKEHUIA.

PaccmarpuBast B 0630pe cormocTaBiieHnsT IIPOU3BOIUTEIHHOCTHA PASHBIX
IIPOIIECCOPOB, MbI B IIEPBYIO OYEPE/b 00pallaeM BHUMAHUE HA COIIOCTABJIEHUSI
crapmmx Mogeseil (KOTopble 9acTo IPUMEHSIIOTCS B CYIEPKOMIILIOTEPax ), a
TaKzKe Ha COIOCTABJIEHUsI MOJIeIell, IMEIOMUX OIMHAKOBOE THCJIO IPOIECCOPHBIX
simep. OTesbHO MBI O0paliiaeM OIpeje/IEeHHOe BHUMAaHKIE TakK:Ke U Ha MOJIEIN
CpeJIHero KJIacca, KOTopble akTuBHO ucnob3yiorcs B HPC, u 31ece Haubosee
WHTEPECHO NUMEHHO CPpaBHEHME MOJIeJIell ¢ OJMHAKOBBIM YIHCJIOM SJIED.

IloHsITHO, YTO MHTEPECHO TAK»Ke COIOCTABJIEHNE C OJU3KUMU 110 IIeHAM MO-
JensIME Wi ¢ Omm3kumu mokazareasymu TDP, Ho 9To cunraercsa 31ech 0TIacTH
BTOpOCTENeHHbIM. KpoMe TOro, mHTepec MpeICTaBIsgeT Hayke COMMOCTABICHUE
TTPOU3BOJUTEIHLHOCTH MOJIeJIel C PA3HBIM UUCJIOM ITPOIIECCOPHBIX SIJIEP, TaK Kak
9TO MOXKET JaBaTh M COBCEM I'DyObIe HAYAJBHBIE TIPEIIIOJIOKEHNsI O BO3MOXKHOM
MAaCIITabUPOBAHUY TPOU3BOIUTEILHOCTH C TUCIOM SIIIED.

Yro kacaercs pocta npousBoaurebaoctu EPYC Zen 4 no cpaBHeHUIO
c Zen 3— TO OH OYEBUJICH M3-3a YBEJUUYEHUs UHUCJIA SIJIEP, UX TAKTOBBIX
qacTot, nosiBjienus: mojep:kku AVX-512; pocra MpOIyCKHON CIIOCOOHOCTH
ncnosab3yeMoil namaru, emkoctu 3D-kamra L3 u np. IlonsTHOo, 9T0 310 Naer u
yBeJIMUeHUe IIPOU3BOUTEILHOCTH MOjieJiell Zen 4 Ipu OJJMHAKOBOM UHCJIE SIJIED

¢ Zen 3.

Mmeercst orpoMHOE KOJIMYECTBO JAHHBIX O IpouspoguTesibHocT EPYC
Zen 4 Ha caiiTax MUIPOKO M3BECTHBIX MACCOBBIX TECTOB IIPOU3BOIUTETHHOCTH
spec.org, openbenchmarking.org, na caiire AMD (B nepsyio ouepesp Ha xabe
nokyMeHTamu [146]) win Ha nApyrux caifTax, OpHEHTUPOBAHHBIX, HAPUMED,
Ha KOHKpeTHbIe obJyiactu npuMmernenns. OHU JeMOHCTPUPYIOT MOBBIMIIEHE
[IPOU3BOIUTEIBHOCTH Zen 4 OTHOCUTEIHHO Zen 3, u OOBIYHO — IIPEUMYIIECTBA
B IIPOU3BOIUTEILHOCTH OTHOCUTETbHO Xeon SPR u EMR.

B o630pe npuBoauTCst MUIb HeGOJIbINAST YACTh TAKUX JAHHBIX, OTHOCSIIASICS
B nepBy1o odepesib K HPC, u BoiOpanHas B KadecTBe DoJiee aKTyaJIbHbBIX.
B kadecrBe 001meit MILTIOCTPAIMK YCKOPEHUST IIPOU3BOIUTEILHOCTH U3BECTHBIX
HP C-npunoxenuii B crapureit mogesu Zen 4 Genoa (EPYC 9654) 1o cpasHenuio
co crapieii mogesbio Zen 3 (EPYC 7763) ykaxkem Ha JaHHBIE U3 JIOKJIAIA
AMD na cemunape B Academia Sinica (Hanmonamnbroit akamemun Knraiickoit
Pecny6iuku Taiieans) [89], cM. pucyHOK 13.

[IpaBza, MOXKHO MPEIIOJI0KHUT, YTO ITH YUCJIOBBIE JaHHbIE (B IPOIEHTAX )
0 TPUPOCTE ITPOU3BOUTEILHOCTH He CPEJIHHE, U WX CKOpee Pa3yMHO HOMeYaTh
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PucvyHok 13. OtrHocurenbhas npoussogurensnocts EPYC 9654
o cpasaennio ¢ EPYC 7763 na Tecrax n npuiioxeHusx (pUCYyHOK
u3 [89])

IPU3HAKOM <BILJIOTH J10%. BOJIBIIOE KOTNIECTBO JAHHBIX O IPOU3BOANTEIHHOCTH
pas3HbIX Moziestelt Zen 3 u Zen 4 /uid yKa3aHHBIX HA 9TOM PHCYHKE TPHIOKEHUAX
¥ TecTax, KaK W JijIs MHOTUX JIDYTUX, MOYKHO HAWTHU B IIOUCKE Ha caiiTe
openbenchmarking o nmenu tecra, uro npemuioxkut URL Tumna https:
//openbenchmarking.org/test/pts/cp2k-1.3.0, rje cp2k — Bo3MOKHOE MM
NPUJIOXKEHNs! (AN TeCTa), a 4epe3 TUPe — HOMED BEPCHH.

JlanHuble 0 IPOU3BOIUTEIHLHOCTH Jjist 1P- u 2P-KoHMbUryparmu cepsepa
¢ mozesisivu EPYC 9654 u 9554 Ha GOJIBIITOM KOJIMYIECTBE PA3HBIX [TPUIOKEHHUI,
B TOM YHCJIE TOKA3BIBAIOIINX IPEUMYIIECTBA B IIPOU3BOIUTENIHHOCTH OTHOCH-
tesba0 EPYC Zen 3 u 3-ro mokosieHust MacmrabupyeMbIX IIPOIECCOPOB Xeon,
nmerorest B [147]. Conocrasnenne npoussogureasroctn EPYC 9004 ¢ Xeon
EMR u Xeon SPR/Xeon Max B OCHOBHOM IPOBOAUTCS Jlasiee B paszenax 4.1-4.4.

B kadecTBe jJipyroro mpumepa, OXBaTBIBAIOIIETO JAHHBIE O ITPOU3BO-
JIUTEJILHOCTH IO BOJIBITIOMY YHCJIY CAMBIX Pa3HBIX 0DJacTeil IpuMeHeHus,
BKJIIOYasi MHOI'HE, HEe OXBaJYeHHbIe B JJAHHOM 0030pe, comuieMcs Ha [148].
AMD EPYC cranu o4eHb aKTHBHO HCIIOIL30BAThCs JIIsd TecToB PTS, TaM Jjist
2P-cepepa ¢ EPYC 9654 mpoBejieHbl j1azke COMOCTABIEHUST JJOCTUTAEMON TIPO-
MU3BOJIUTEILHOCTH P UCIOJIb30BAHIY PA3HBIX COBPEMEHHBIX JUCTPUOYTUBOB
Linux 6e3 ux j1r00bIx MoAUMUKAIMI Ha IUPOKOM HAOOpPe TECTOB, BKJIIOUas
moutekyisapuyto punamuky (NAMD), pabory ¢ 6asamu manubix (PostgreSQL u
MariaDB), sagaun VU (B Tom uncie rectsi OpenVINO u OneDNN) u muOro
npyrux [149].

AMD npusoauT MHOIO JaHHBIX 110 IpouspoauTeabnoctr EPYC 9004,
U3 HUX MBI OTOOpAJIU TOJBKO KaxKyluecs HauboJiee akTyaJbHbIMU. Ho 1epes


https://openbenchmarking.org/test/pts/cp2k-1.3.0
https://openbenchmarking.org/test/pts/cp2k-1.3.0
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O6Cy)K)leHI/Iel\I KOHKPETHBIX JIJaHHBIX TE€CTOB IPOU3BOJIUTE/IBHOCTH, BKJIIOYad
JTAHHBIE T€CTOB TPOM3BOANTEIHFHOCTH ITPIJIOKEHNH, [OJIE3HO YKA3aTh Ha OOILYIO
nHMOpMAIUIO 00 YCKOPEHUH, JOCTUTAEMOM 33 CIeT ITPUMEHEHUS MMOIIEPAKKI
AVX-512 B Zen 4, koropasi B [150] Gbli1a moJjiyueHa Ipu TECTUPOBAHUN
2P-cepBepa ¢ EPYC 9654. Tam 1poieMOHCTPUPOBAHO CYIIECTBEHHOE YCKOPEHHE
Ha MHOTHX TecTax jis 3anad MU, skimouas TensorFlow (¢ mogensivn AlexNet,
ResNet-50 u GoogleNet), OpenVINO, nekoropsix TecroB oneDNN u sp.
Ycekoperne EPYC 9004 B 3agadax N Ob110 02KUIaEMO U3-38 MOJIEPXKKI
B peaymm30BaHHOM B Zen 4 pacmmpennn AVX-512 posmoxkuaocreit VNNI u
dopmara BF16.

3aMeTHBIA IPUPOCT MIPOU3BOAUTEILHOCTH IIPU KCIOIb30Banun AVX-512
ObL1 nosyded B [150] B MuHu-npusiozkenud Mosieky isapaoro nokuara miniBUDE.
9T0, BO3MOXKHO, CBSI3aHO C IPUMEHEHHEM 3/16Ch TPEXMEPHBIX MATPUIHBIX
npeobpazosanuit [151]. B apyrux HPC-nipuiioxkeHusix, He UCIOJIb3YIOIUX
TPAIUIMOHHBIE YMHOYKEHHS [IOTHBIX MATPHUIL, B TOM YHUCJIE B IIPUIOKEHII
CP2K st mostekysisipaoii quaamuku win B cpegacrBax OpenFOAM st CFD,
UPUPOCT IPOU3BOAUTEIBHOCTU UpU BKJOUeHnn nojpaep:kku AVX-512 B [150]
OBLT MaJI.

2.4.1. [laHHble 0 NPON3BOANTENILHOCTY B pa3inydHbix Tectax SPEC

EcrecTBenno nadarh anaau3 ¢ JaHHbIX pasiandabix TectoB SPECcpu 2017.
CooTBeTCTBYOIIE PE3YABTATHI JJIsI [IPOU3BOIUTETLHOCTH C ILIABAOIIEN
3alATOl IPUBEJIEHBI Jasiee B Tabuuile 27 (TaM IPUBEIEHBL JAHHBIE ITOIO TECTa
He ToJsibko Jist EPYC 9004, vHo u jyist Xeon SPR/Xeon Max u Xeon EMR).
MHOro maHHBIX, ITOKA3BIBAIOIINX [IPEUMYIIECTBO B IPOU3BOIUTETHHOCTH
B Tecrax SPECcpu 2017, SPEComp 2012, SPECmpi 2007 u SPEChpc 2021
pazubix mogeseit EPYC 9004 crapimero u cpefHero KJjacca mo CPaBHEHUIO
¢ coorercryomumu Mozessimu EPYC Zen 3 u Xeon ICL (Tperbero mOKOJIEHMUs
MAaCIITabMPYEMbBIX MPOIECCOPORB), B TOM YHUC/IE [IPU CPABHEHUHU C OJUHAKOBLIM
YHCJIOM HPOIECCOPHBIX sAjep, npusenensl B jgokymenre AMD miua HPC [152].

[Tockonbky npeumyinecrsa B mpouspoauresibhoctu EPYC 9004 1o cpasHe-
mmio ¢ mporeccopamu EPYC Zen 3 mocTaTodno 0UeBUIHDI, HAIT aHAJIN3 JAHHBIX
tectoB SPECcpu 2017 cocpeoToden NCKIIIOIUTEIHHO HA COITOCTABICHUN
npoun3BouTeabHOCTH ¢ Xeon SPR, EMR u Xeon Max, u mpoBOIHUTCs jajiee
B OT/ebHBIX pasmenax 4.1 u 5.4. Ilo aHAJOTMIHBIM TPUYIUHAM JAHHBIE TECTOB
SPEChpc 2021 B Tabimmiie 28 Tak»ke npusejieHbl B pasjesie 4.1, B KoTopoM
B OCHOBHOM W CKOHIIEHTPHPOBAHO comocTasiieHune mpoussoaureabaoctn EPYC
9004 ¢ macmTabupyeMbIMU IpoTieccopamMu Xeon 4-1o U 5-T0 MOKOJIEHUIH.
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Yro kacaercst recroB SPEComp 2012, 10 cooTBeTCTBYyIOIINE PE3YIHTATHI
u3 [153] npusenens! B Tabuuie 7.

TapymmgA 7. lamuble 0 TPOU3BOAUTENHLHOCTH PACCMATPHBAEMBIX
nporieccopoB x86 B recre SPEComp 2012

P PE 2012
Mopenu YHucao HIT | Hucno saaep csynerar SPEComp 20
ITukosbIit Baszosorit
1 48.41 47.51
EPYC 9654 9% 8 5
2 192 86.01 83.01
1 12 4.22 1.72
EPYC 9754 8 6 617
2 256 1082 1042
Xeon 8480+ 2 112 — 61.0%
2 120 — 61.3%
Xeon 8490H 4 240 1084 1004
8 480 138° 126°
Xeon 8592+ 2 128 — 62.0

ITpuBenenbl MakcUMaIbHBIE JOCTUIHYTHIE JaHHble Ha 1.09.2024.
OTHpaBI/ITeHI/I pe3ysibraTa U UCIIOJIb30BaHHbIE CEPBEPHI:

! Lenovo ThinkSystem SR655 V3;

2 Cisco UCS €245 M8 SM;

3 xFusion FusionServer 2288H V7;

4 Lenovo ThinkSystem SR860 V3;

5 Lenovo ThinkSystem SR950V3.

Bo Bcex mpeacraBiaeHHBIX B TabMIE cepBEpaxX, B KOTOPBIX MTPOBOINIINCH
TECThI, YUCJIO IIPOIECCOPHBIX AJeP AOCTATOYHO CUJIBHO OTJIAYACTCA JIAPYT OT
Jipyra, u 60JIbIlIast MIPOU3BOIUTEBHOCT CBSI3aHa, MIPOCTO C OOJIBIIUM YUCTIOM
sJ1ep.

B mpuBeenubIx B 9TOM Tabsnile JAHHBIX UCIOIH30BAINCH BO3SMOKHOCTH
SMT B mporeccopax, U MPUMEHSIIOCH 0 2 HUTH Ha (pusmdeckoe sapo. JlaHubie
9TOM TaOMIILI IPH TIepexojie 0T 1P- K 2P-cepBepaM, U OT JBYyX- K Y€TBIPEXITPO-
IIECCOPHBIM CepBepaM IMOKa3bIBAIOT, KaKasl MOXKeT OBbITh MacCIITaOUpPyeMOCTh
IPOU3BOAUTEIIBHOCTU B 3TUX TeCTax C POCTOM YHCJIa AJep U COOTBETCTBEHHO
qncsa ucnoJibdyeMbrx Hureit OpenMP.

ITpoussomurensuocts oxuoro 128-saepuoro EPYC 9754 (Bergamo) sumib
HEMHOTO BbIle, ueM B 2P-cepsepe ¢ Xeon 8480+ (co 112 aupamu Ha cepsep)
st 6a30Boro (63 MHAUBHYaIbHON ONTHUMUZAIUN JJI KasKJIOr0 KOMIIOHEHTA,
TecTa) pesysbTaTa, I HEMHOTO HUXKe, 1eM B 2P-cepsepe ¢ Xeon 8592+ (co 128
spamu Ha cepsep). OHaKO IpoIeccopbl Bergamo ucxoiHo He OPUEHTUPOBAHBI
na HPC-o6acTs 1 ocHOBaHBI Ha 00JIee MEIJIEHHBIX siIPax 0 CPABHEHUIO
¢ EPYC Genoa, a 2P-cepsep ¢ EPYC Genoa (¢ 96-si/ilepHBIME MOJIEISIMA
EPYC 9654), ecrecTBeHHO, B 9TOM TecTe 2P-cepBephl ¢ Xeon OMeperKaer.
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BTOprl\/I Ba2KHBIM MOMEHTOM 3/1€Ch fABJIFAETCs IIPOIIYyCKHasd CIIOCO6HOCTB
namarn. Korga obiree 9mciio BcexX s/iep B COMOCTABIISEMBIX CepBepax OJIM3KO,
2P-cucreMa IoJIydaeT MPEeUMYIeCTBO, TaK KaK KaXKJblil 13 IIPOIECCOPOB
MeeT CBOU KOHTPOJUIEPHI HaMSATH, U CyMMapHasl IPOILYCKHas CIIOCODHOCTH
namaTu yasamBaercs. [losromy ToT daxT, 9TO IPOU3BOIUTEIHLHOCTD CEPBEPA
c omauM 128-simepubiM mporieccopom Bergamo EPYC 9754 ouenb HemHOrO
ycTynaeT 2P-cepBepy € JBYyMsI TOII-IIPOIIECCOPAMU IISITOTO IIOKOJIEHHS Xeon
8592+ ¢ TeMm ke obOmMM dncsoM B 128 szep, rOBOPUT O COYETAHUN BBICOKOM
KOHKYPEHTOCIOCOOHOCTH TI0 IIPOU3BOAUTEILHOCTH OTIE/bHBIX siiep Bergamo u
xoporiero ee Macmrabuposanus (a y Genoa—rem 6ouiee).

Tecr SPEComp 2012 st HPC siBasiercst mHTErpabHBIM (€10 KOMIIOHEHTHI
3a/IeHCTBYIOT Pa3HbIE OOJIACTH HPUMEHEHHS ), U OITOMY PE3YJILTATHI BECbMa
akTyasabHbl. Ho 31ech Ha10 ObLIO OBl MCCIEN0BATh, KAK MACIITAONDYETCs
IIPOU3BOJIUTEILHOCTD C POCTOM YHCJIa UCIOJIb3YEMBIX B DacdeTe sjep.

B [154] upusenenbl MHTEpECHbIE JaHHBIE, TOKA3BIBAIOIINE BJIUIHUE
Ha pesysbrar SPEComp uwncia ucrosib3yeMblx HUTEH IIPU TECTUPOBAHUN
npousBoguTesbaocT EPYC 9654 co Briouennoit nojyepxkioit SMT. TTpouns-
BOJIUTEJIHLHOCTD IIPU IIEPexXoJie OT OJHOrO siapa (2 uutu) K AByM sjupam (4
HUTH) BO3pacTaer Bcero Ha 25%, HO IPOJIOJIZKAET YBEJIMINBATHCSI BILJIOThH
110 ucnosnb3oBanus Beex 96 suep (192 nureit). Ha 96 supax mocrurnyroe
yckoperue Ob110 Oostee uem B 24 pasa. Ho ¢ apyroit cropoHbr 5T0O HE COOTBET-
CTBYeT M3BECTHBIM JIAHHBIM O BO3MOXKHBIX [IPEKPAIEHUAX MACIITAOMPOBAHUSI
IIPOU3BOIUTELHOCTU C YBEJIMIEHUEM JI0 TOPA3/I0 MEHBIIETO YUCA SAep,
B ToM uncsie Ha npumiokennsx CFD, u obmuM TUIIOBBIM pEeKOMEHIAINSIM
1o BeIGOpy mporieccopos st 3agad CED [155]. Ilpu atom 5 u3 18 TecTos
B cocraBe SPEComp oraocsaress k CFD, He cunras ere u a3spoiuHaAMAIECKIA
TECT O MPOrHO3€ MOTOJbI (3TU 00JIACTH ABJIAIOTCS CBA3AHHLIMU ITAMSATHIO).
Takwue curyanuu ¢ OBICTPBIM yMEHBIIIEHHEM POCTa ITPOU3BOIUTEILHOCTH IPU
YBEJIMYEHUN YUCJIA UCIOIb30BAHHBIX $/I€D YACTO UMEIOT MECTO U B JIPYTUX
npuroxkenusx HPC, cm. 06 sTom magee.

3/ech TakyKe HYKHO OOpDATUTH BHUMAaHUE HA, TO, YTO B JOKYMEHTE
Lenovo [154], Ha cepBepax KOTOPOIl 6bLIN OJLYI€HbI HEKOTOPbIE HAMBBICIINE
HpuBe/IeHHbIe B 3T0i1 Tabuie pe3yibrarsl SPEComp miis EPYC 9004, nokasaso,
9TO BKJOYeHne peknMma SMT IpUBOAUT K BO3PACTAHUIO NPOU3BOAUTEIBHOCTHA
6oJjiee YeM B MOJITOPA pa3a. ITO MPOTUBOPEUUT U3BECTHBIM JAHHBIM O CJIAOOM
BJUSIHUYU BKJtoUYeHns: SMT Ha IIPOU3BOAUTE/IbHOCTE B mpuioxkenusx HPC u,
B YacTHOCTH, peKoMeHanuu Boikiaodarb SMT s CFD-upusioxenwuii [155].
Ho sicmo, wto ucceioBanye 3aBUCUMOCTH MTPOU3BOIUTEILHOCTU OT UHUCJTIA,
HCIIO/Ib3YEMBIX fJIep OYeHb BaKHO.
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B rabsune 8 npejcrasiiens! JaHHble 0 npousBoauTebHocTu EPYC 9004
(Bce mAHHBIE OTHOCATCS K OJHOMY y3iy Kiacrepa) B Tecrax SPECmpiM 2007.
B meit npuBezensl Takxke fanuble s nporeccopa EPYC 9755 (Zen 5, cMm. 06
9TOM B pasjeie 6).

Tapmnua 8. IlpousBoauTesbHOCTHL HEKOTOPBIX Mozesteir AMD
EPYC B tecre SPECmpiM 2007

YHuco
M Hucno Yuco YHucao

OJ1eJIb Hpoteccopos | panros JIOCTYIIHBIX snep Base | Peak

p HUTEN
EPYC 97541 1 128 256 128 36.4 | 36.4
EPYC 9654P2 1 96 96 96 36.4 | 36.4
EPYC 96543 1 96 192 96 36.0 | 36.0
EPYC 96544 2 192 384 192 64.1 | 64.1
EPYC 96545 2 192 192 96 65.4 | 65.4
EPYC 97556 2 256 256 256 96.6 | 96.6

OrnpaBuTe/N JaHHBIX U CEPBEPbI, HA KOTOPbBIX IIPOBOJMUJICS TECT:
! Supermicro A+ Server 1025CS-TNR;
2 Lenovo ThinkSystem SR655 V3;
3 Supermicro A+ Server 1115CS-TNR;
4 Supermicro A+ Server 2125HS-TNR;
5 Lenovo ThinkSystem SR665 V3;
6 Supermicro Hyper A+ Server AS -2126HS-TN.

Janusie u3 [156] na 5.12.2024.

CooTBeTcTByOIME JaHHBIE s 00CYKIAEMBIX B 0630pe IIPOIECCOPOB
Xeon SPR, Xeon EMR u Xeon Max orcyTcTByIoT, a 2P-cepBep ¢ H6-ga1epHbIMU
Xeon 3-ro mokosennst (8380H) moxasan pesymsrar 40.4 (oxuHAKOBBIE 6a30B0€ U
UKOBOE 3HaYeHUs1) — 9yTh Gosbine, uem 1P-cepsep ¢ EPYC 9654.

Xapakrepuctuku npouspoaureasbnoctn EPYC 9004 mis Java-mpuitoskenuit
U COOTBETCTBYIOIINX CEPBEPHBIX paboumx Harpy3ok B Tecrax SPECjbb2015
nmpuBeseHbl B Tabuie 9. B manubIx 9To#t Tab/HUIBEI OTOOPAHBI TOJIBKO TE
IIPOIECCOPBI, KOTOPBIE MOTYT IPEJICTABIATH HANOOBINNN HHTEPEC C TOUKHI
3peHust aBTopa.
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Tasmmya 9. Haunsie o mpoussogurenbaoct EPYC u Xeon
B Tectax SPECjbb2015

Momess Unesro 1T composite MultiJVM Distributed
max_jOPS  critical_jOPS max_jOPS critical_jOPS max_jOPS critical_jOPS
. 105933 3709721 446246 192284 441549 195109
EPYC 9754 362000 335166' 366259 3499861
9 645699 538879 892492 401899'! | 888595 320876
632433 5780077 703744 6485067 706963 6597837
. 242094 414785l | 494311 218746 497170 222613
EPYC 9684X 383203 357304! 388313 357576"
o 628244 566406 988621 4105502 970665 3871802
621185 5715383 741034 71548312 | 745969 71753812
. 381145 356013" 194311 2187461 424600 190451
EPYC 9654 376911 356425 344964 327561"
op 607067 5569335 967587 37383013 | 838821 361028
741034 71548312 | 672893 6358767
1P — — 258368 15275014 — —
Xeon 8592+ 9 i ) 558626 31091115 ) )
480007 4212078
Xeon 8580 2P 391485 1553666 464765 2542786 — —
Xeon 8570 2P 372676 1476126 451099 2334916 — —
Xeon 8558U 1P — — 203534 11244616 — —
1P 200721 1245027 213001 12565017 — —
2P 421768 2611618 505379 257205° - -
Xeon 8490H 458295 368979°%
wp 128829 2095849 884811 47286819 | 814136 322485
733918 618248° 743435 624702°
8P — — 1356786 101283520 | 1127931 89644120
Xeon 8480+ . 343031 309274 476987 2435262 | 421268 21342822
338796 3092840 | 371890 313390'°0 | 373578 30948210
Xeon 8470 9 334561 226875 402335 210668 402335 207396
317651 2978730 | 363716 299820'° | 359630 29815910

Januble u3 [https://spec.org/jbb2015/results/ 29.08.2024]; npuBeeHbBl MAKCUMAaIbHBIE U3 NIOJIy YEHHBIX PE3YJIbTATHI
Ha 29.08.2024. OTnpaBuTEeNH STUX PE3yJIbTATOB U HCIIOJb30BAHHBIE CUCTEMBI:

1 ASUS RS520A-E12-RS12U; 2 ASUS RS720A-E12-RS12; 3 Dell PowerEdge R7625;
4 Lenovo ThinkSystem SR655 V3; 5 ASUS RS700A-E12-RS12U; 6 Nettrix R620 G50;
7 Supermicro SuperServer SYS-521E-WR; 8 ASUS RS720-E11-RS12U; 9 Lenovo ThinkSystem SR860 V3;
10 Dell PowerEdge MX760c; 11 Kaytus KR1280V2(KR1280-E2-A0-R0-00);
12 Lenovo ThinkSystem SR665 V3; 13 Cisco UCS C245 MS; 14 Supermicro marepunckas miara X13SEI-TF;
15 H3C UniServer R4900 G6; 16 Supermicro SuperServer SYS-521C-NR; 17T IEIT 122GT7;
18 yFusion FusionServer 5288 VT, 19 xFusion FusionServer 5885H VT, 20 Lenovo ThinkSystem SR950 V3;
2! Inspur NF5180M7; 22 Dell PowerEdge R760.

PesynbpraTel B KaXkj0il KJjleTKe OTHOCATCS K TeCTaM OJHOIO cepBepa.
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ITockobKy MaKCHMaJIbHBIN cpeHuil mokasaress critical jOPS moxer
JIOCTHTAThCS B OJIHOM HCIIOJIHEHUN TecTa, a HamBbicuit max jOPS—B mpyrom,
BO MHOTHX CJIy4asx MAKCUMAJIbHASI IPOU3BOUTEILHOCTD C IIPUMEHEHUEM OJTHOTO
U TOTO 2K€ IIPOIECCOpPa OTPArKaeTCsl apoil IIPEJICTABICHHBIX B 9TON TadJuIe
pe3yIbTATOB. XOTSI BCEIIa B BEPXHEH CTPOYKE U3 TAKOH Mapbl MPUBOJIATCS
JIaHHbIe ¢ MakcuMaJbHbIM max_ jOPS, 1ura ynobcTBa MaKCHMAaIbHBIN PE3Y/IbTAT
n3 napsl max_jOPS, critical jOPS ormeuaercst )KupHBIM mpudTOM.

Wurepecno, uro Bo Beex Tpex Bapuantax Tecta SPECjbb 2015 cucremsr co
128-anepubimu Bergamo EPYC 9754 ¢ yMeHbIIEHHBIME €MKOCTSIMU KIMIa 1
qacToTaMu sijiep yerymmim cucremaM ¢ 96-saepuabiM Genoa EPYC 9684X
(2P-cucTeMbl yCTYNMIN TOJIBKO B ABYX M3 TPEX BAPUAHTOB), HO OGOTrHAJIU
cucrembl ¢ 96-sgaepubiMu Genoa EPYC 9654, He MMEOIIME PACIIHPEHHOTO
kama L3 (3a uckmovennem BapuanTta ¢ MultiJVM).

Hannsre stux tectoB mist EPYC 9004 unTepecHbI TakKe C TOYKA 3PEHUS
OLIEHKH IPOM3BOUTEIHLHOCTH C IpoIieccopaMu Bergamo u Jijist ONeHKY BJIASTHUSI
Ha [IPOM3BO/INTEHLHOCTh PACIIUPEHHOro Kama L3.

Ianubie TecToB 3HeproaddekTuBHOCTU (IPOU3BOIUTEILHOCTH Ha BT),
SPECpower_ssj 2008 (cm. tabsmiy 10) oTHOCATCS K CepBEPHBIM OH3HEC-TIPHIIO-
kenusaM Java. Vurepecno, uro pasubie ARM-upomneccoper (or Ampere) ne
[OKa3BbIBAIOT B 9THX TecTax oxujaeMbix /st ARM ycmexos, u orcraior ot x86
(He mpencTaBieHHbIe B Tabmuie gaHHble 11st Ampere Altra Q64-30 nasamu eme
GoJiee HU3KUIA PE3yJIbTAT).

Pesysibrarsr 9101 TAOJIHIBI IEMOHCTPUPYIOT CHJIBHOE IIPEBOCXOICTBO
crapimx Mozeseit EPYC 9004 Hazn crapmmMu MojesssMu Xeon 4-10 u 5-ro
rokoJtenuii. Muorokparusie «Muposble pekopply 110 SPECpower ssj 2008
[IPUHAJIEXKAT PA3HBIM cepBepaM Ha 06a3e OpUEeHTHPOBAHHBIX Ha SHEpProaddex-
TUBHOCTD IiporieccopoB Bergamo (crapieii mogesn EPYC 9754).

MakcumasbHBIE TTOKA3aTe/l B 9TUX TECTaX JOCTUTAJINCH Ha 2P-cepBepax.
HanbHeiiee mosbienne qucia mporeccopos Xeon SPR B ceppepe (nx MOKeT
OLITH TaM JI0 8) IPUBOJUT K YMEHBIIEHUIO 3HEProahHeKTUBHOCTH.

Huzke B Tabaune 11 mpuBeeHbl JaHHBIE, YK€ JOCTATOYHO IAJIEKO
OTXOJISIINE OT OIEHKN ITPOU3BOIUTEIBHOCTA COOCTBEHHO IIPOIECCOPa, HO
SIBJISTOIIMECS] UHTETPAJbLHBIME [TOKA3ATESIMUA JIJIsl IIIUPOKO MCIIOIb3yEeMbIX
IIO/I. 910 TeCcThl MPOU3BOJAUTEIBHOCTH KOHCOIUAUPOBAHHBIX BUPTYAIbHBIX
cepepoB SPECvirt sc2013, B KOTOPBIX HCIIOJB3YIOTCSI CMEIaHHbIe pabodre
narpysku — Web-cepeepos, mail-cepsepos, paborst ¢ B/l u apyrux mupoko
UCIIOJIb3yEMBIX BUJIOB HATDY30K.



338 M.B. Ky3bMUHCKUI

Tasmuua 10. /lanaBle IO TPOM3BOANTEILHOCTH Ha BT pa3ubx
nporeccopos B Tecrax SPECpower _ssj 2008

YHucsio | Yucno | ObGiee KoaudecTBO 14
Mopgenu nporeccopos II1T saep 8§]_OpS ma BATT Ilena
1 274481
EPYC 9654 %6 448 $11805
2 192 306022
1 12 3
EPYC 9754 8 36637 $11900
2 256 376781
Ampere Altra Q80-30 1 80 127184 $395015
1 12 114975 J
Ampere Altra Max M128-30 8 o7 $580019
2 256 121956
1 4 172247
Xeon 8592+ 6 7 $11600
2 128 204088
1 60 145379
2 12 1741510
Xeon 8490H 0 7415 $17000
4 240 1507812
8 480 1189812
1 56 1029013
Xeon 8480+ $10710
2 112 1665310

B rabuiniie npuBeieHbl MaKCUMaJIbHbIE JOCTUTHYThle Ha 15.11.2024 nokasarenu st
NPUBEJEHHBIX MIPOIeCCOpPOB u3 |https://spec.org/power_ssj2008/results/15.11.2024].
Butajiesibuipl anmnapaTypbl U HCIOJIb3yeMble CepBEPHI:

! Lenovo Think System SR655 V3;

2 ASUS RS720A-E12-RS12;

3 Lenovo Think System SD535 V3;

4 FALINUX AnyStor-700EC-NM;

5 Supermicro, GIGABYTE R152-P31;

6 FOXCONN (FII), Mt. Collins;

7 Lenovo ThinkSystem SD530 V3;

9 Supermicro SuperServer SYS-521E-WR;

8 ASUS SC4000-E11;

10 xFusion FusionServer 2288H V7;

1 Lenovo ThinkSystem SR860 V3;

12 FUJITSU Server PRIMERGY RX8770 MT;

13 Supermicro SuperServer SYS-521C-NR;

14 Ianusie o nenax u3 [49] or 15.11.2024, 3a uckiioueHneM IeH ajs npoieccopos ARM
15 Nauusie us [157].

XoTs CpaBHUTEJIBHBIX JAHHBIX ITUX TECTOB HE TAK MHOIO, KaK [JIS APYTUX
UCIIOJIh30BaHHbLIX B 0630pe TectoB SPEC, a pe3ysibraTsl CyIecTBEHHO 3aBUCST OT
OTJIMYABILIKMXCS II0Ka3aTesell Kak B anmaparype (HalpuMep, eMKOCTH [aMsITH ),
TaK W B IPOrPAMMHOM O0ecredeHny (HAIPpUMep, TUIEPBU30Da), IOy IeHHbIE
JIAaHHBIE O IPOM3BOIUTEIHLHOCTH B II€JIOM COOTBETCTBYIOT OKUIAHUAM. MOKHO
TOJIBKO OTMETHUTH yciiex Xeon 8592-+. DTu jaHHbIE MOTYT OBITH IIOJIE3HBIMUA U
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Tasmmya 11. JlanHbIE O TPOU3BOAUTETHFHOCTHA TPOIECCOPOB
B Tectax SPECvirt

IIpomeccop qﬂ(ﬁlo SPECvirt sc2013VMs ITnardopma
China Mobile (Suzhou) Software
EPYC 9654 2P 8336462 Technology
Xeon 8592+ op 0801546 xFusion Digital Technologies Co.,
Ltd.
xFusion Digital Technologies Co.,
Xeon 8490H 2P 7528420 Lid
China Electronics Cloud Technology
Xeon 8480+ 2P 5277294 Co., Ltd.
Xeon 8280L 8P 11966672 Lenovo Global Technology

Jlanuble u3 [https://spec.org/virt_sc2013/results/specvirt_sc2013_perf.html 11.02.2025].
ITpumeuanue. [locse HpuUBOAUTCH YHMCJIO BUPTYaJbHBIX MallluH. I[IpuBeseHbl MaKCUMaJIbHO
JIOCTUTHYThIE IIOKa3aTeJH JIJIsl CEPBEPOB C IIPOILIECCOPAaMU NPHUBEAEHHBIX TUIOB Ha 29.08.2024.

BOODIIIE JI/TsT OIEHKU BO3MOXKHOCTEH BUPTYAIU3AIAN.

MozkHO CKa3aTh, 9TO BO BCEX PA3HBIX IPUBEJCHHBIX Tectax SPEC crapimue
mozenu tmporeccopoB EPYC 9004 omepekaror 1o mpon3BOIUTETFHOCTA Xeon
SPR u EMR (3a mcKJrOUeHnEM HEKOTOpBIX JaHHbIX Juist SPECvirt sc2013).

2.4.2. TecTbi nponyckHOMi cnocobHOCTU namMsiTy stream

Amnanmus npoussoguresnsuaoctn EPYC 9004 B Tecrax stream cpasy mociie
paccmorpenust TectoB SPEC Mbl HaunHaeM BCJieJCTBIE BCE BO3PACTAIOIIETO
quCJIa CUTYaIuil, KOrqa IPUIOXKEHNsT OKA3BIBAIOTCS CBA3aHHBIMU TAMSTHIO.
CaM pocT MpOIyCKHO# crocobHocTH naMmatu npu mnepexoje or EPYC Zen 3
K Zen 4 o4eBUjeH MPOCTO XOTst ObI U3-3a mepexoma ot mpumMenenust DDR4-3200
B Zen 3 Milan aa DDR5-4800 B EPYC Zen 4. IIpomnycknasi ciocobHOCTH
B stream triad npu 3amene 2P-cepsepa ¢ 64-simepubivu EPYC 7773X mim
EPYC 7763 na 2P-cepBep ¢ 96-sanepusivu EPYC 9654 Bozpacraer B ABa pasa
[88,158].

B recrax stream nporryckHasi CIIOCOOHOCTb MOXKET 3aBUCETH (KpoMe
Pa3MEPHOCTH MACCHBOB) OT II€JIOIO P/l JIOIOJIHUTEIbHBIX [IapaMeTPOB —
qucsa aureit B OpenMP, npumensiemoit NUMA-koudurypanuu (napamerpa
NPS), ucnosib3oBanus pexkuma SMT, BKIIIOUYEHHsI/OTKIIIOYeHHsT TYpPOO-pezKuMa,
nporeccopa, npumerenusi 3D V-cache, a tak:ke ducjia u THNA UCIOIB3YEMBIX
DIMM. B 60oibIIIHCTBE pACCMATPUBAEMBIX JTajiee Pe3yabTaTOB TPUBOIATCS
JIaHHBIE JJIsI HarboJiee MUPOKO UCIOJIb3yeMOI'O TECTa IIPUCBOEHUS JIMHEHHON
KOMOMHAINY JBYX BEKTOPOB TpeTheMy (stream triad). B ciyuae npumenenus
JPYyroro BapruaHTa TecTa stream Ha 3TO YKa3bIBAETCS sIBHO.
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Heobxomumble 6a30Bbie JaHHBIE 00 9TOM TECTE C 3aBUCUMOCTSIMHU OT
BBIIIEYIOMSIHY THIX TIAPAMETPOB IPUBOATCs B pyKoBoacTBe AMD 1o HacTpoiike
EPYC 9004 gyia HPC [121]. CooTBeTcTBYONIME PE3YIHTATHL TAM IIPEICTABJIEHBI
muis 2P-cepBepoB ¢ npuMmenenueM 1DPC u ayxpanrosbix DIMM (uro naer
MaKCHUMaJIbHYIO [POIyCcKHYIO criocobrocts) DDR5-4800 ¢ momensimu EPYC
9654, 9754 u 9684X, c UCHOJIL30BAHUEM B 3THUX IIporeccopax 8 wmim 12
CCD. B sTOM J0OKyMeHTEe Mpe/ICTaB/IEHbl TAKXKE JAHHBIE C COTIOCTABJIEHUSIMA
OTHOCHUTEJIbHO npuMeneHus: ogaopanrosbix DIMM, vHO 3Ta nadopmarms
Oy/ileT pacCMOTpeHa HIKE OTJIeILHO, TIOC/Ie IBHOTO YIIOMUHAHUA O padoTe
C OJTHOPAHTI'OBBIMU MO/LYJISIMMU.

JlaHHBIE ONTUMAJIBHBIX PA3MEPOB OJIHOMEPHBIX MACCHBOB JJI MAKCUMU3a-
LMY [POILYCKHOM criocobHOCTU B stream, ykasanuole B [121], upusemennbt
B Tabsmre 12. VI3 91oit Tabauribl BUAHO, UTO IpH yBeandeHun ducia CCD u
COOTBETCTBEHHO 0011eil eMKocTH K3ma L3 mpornopnroHaIbHO yBETMINBAETCS
ONTUMAJIBHBIN pasMep MacCHBOB. AHAJIOTMYHOE UMEET MECTO IIPU yBeJTUIeHUN
emkocTH Kama L3 npu nobasiernn 3D V-cache (8 EPYC 9684X).

Tapanua 12. OnrumasibHble TApaMeTphl stream Jjisi MOZesIei

EPYC 9004
MO;[GHH qI/ICJIO CCD OHTI/H\/IaJII)HaH €MKOCTHb IaMsATHu
Ka)K,/:LOFO MacCCUuBa
EPYC 9654 8 2.1 GiB
12 3.2 GiB
EPYC 9754 8 2.1 GiB
EPYC 9684X 6.4 GiB
12 9.6 GiB

st 96-simeprbix EPYC 9654 mpu uco/ib30BaHnu pas3HbIX KojndecTB CCD,
pasHoro 4dncya Hureil (10 192), pasHbix 3HadeHui NPS M BKJIIOUEHUSX /OT-
KJIIOYEHUSAX TYypOO-peKuMOB paboTa ¢ nmpuMeHenneM SMT m1aeT MOHUKEHMe
IIPOIIYCKHOM CIIOCOOHOCTH 3a JBYMs UCKJ/IIOYEHUSIMU U3 BCEX BO3MOXKHBIX
KoMbOuHaruit. Bkiodernue TypOo-peKuMa IIPUBOIUIO K POCTY JTOCTUTAEMO
MIPOILYCKHOM CIIOCODHOCTH MpH JIFOOBIX KOMOMHAIMAX JAPYIUX [IapaMeTpoB 3a
UCKJIIOUEHNEM CJIydaeB ¢ IpuMeHeHueM B tecte 192 uureiil (orMeruM, 9To
MaKCHUMAaJIbHbIE IIPOITYCKHBIE CIIOCOOHOCTH Jallle JOCTUTAINCH IIPU JAPYyTOM
qHCJIe HUTel, CM. HUKe).

Host 128-anepubix EPYC 9754 (Bergamo, CCD=8, NPS=4, 4ucjio Hureii 10
128) anasioruynoe noBeJeHNEe NPOILYCKHON CIIOCOOHOCTHU IpU BKJOYeHun SMT
nIn TypOO-peKnMa TAKKe UMEeT MECTO MPH JIOObIX KOMOMHAIASIX TapaMeTpPOB,
3a UCKJIIOYEHUEM TeCcTOB ¢ puMeHeHueM 96 miam 128 Hureii.
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Hoist 96-anepubix EPYC 9684X ¢ 3D V-cache (CCD=12, NPS=4, uuciio nureit
no 192) Brjoyenue TypOO-peKUMa BCETIa JaBAJIO0 YBEJIMIEHUE IPOITYCKHON
CIIOCOOHOCTH, a BKJo4YeHHe SMT IPUBONIO K YMEHBIIIEHUIO IIPOITYCKHOMN
CITOCODHOCTH 38 UCKJIIOUEHUEM CIy9IaeB PabOTHI ¢ 24 HUTAMMU.

U3 srux panabix [121] MOXKHO ¢e1aTh BBIBOJ, YTO BKJIIOUEHUE PEXKUMA
SMT 0OBIYHO CIIOCOOCTBYET IMOHUKEHUIO IIPOILYCKHON CIIOCOOHOCTH, a IIepeBojI
nporneccopa B Typbo-pexkum (Boost=ON B EPYC) o6bruno nossbiiaer
JIOCTATAEMYIO IIPOITYCKHYIO CIIOCOOHOCTb.

Hawussbicine 3HadeHns MPOIyCKHO criocobHOCTH, oxkugaemo, 1t EPYC
9654 6buIn nostyyenst upu NPS=4. ITosromy Mmbr mpusesiemM oxuay Tadsuiry 13
¢ pas3ubpiMu gncjaaMu CCD JIj1sT BceX TpeX Mojieseil mporeccopoB ¢ NPS=4,
SMT=OFF, Boost=ON.

Tabnuua 13. Ilpomyckuas cnocobuocts namsaru (MB/c)
2P-cepsepoB ¢ EPYC 9654, EPYC 9684X wm EPYC 9754

Yncyao | Yncio IIponyckHasi criocobHOCTH
CCD | murelt | EPYC 9654 | EPYC 9684X | EPYC 9754
24 739500 717866
48 770343 755924
12 96 771153 756739
144 774746 755686
192 766863 753407
16 651350 755930
32 771730 782937
8 64 784341 787422
96 779301 780101
128 765102 774657

Hanusie n3 [121].

Hns EPYC 9654 3mecy ucmosp3oBajicsi pasmep maccuBoB 3.2 GiB,
ONITUMAJIbHBIN JJ1sT paboThl ¢ CCD=12. IToapobHble Ync/ieHHbIE JTaHHBIE JIJIsT
JIPYIUX PeXKUMOB ([IapaMeTpoB), B TOM YUCJIE C YKA3AHUEM YHCJIa aKTUBHBIX
sayep, uMerorcs B [121].

Jlannbre o mporryckHoii criocobroctu ¢ EPYC 9654 npu ucnoib3oBannn
OITUMAJIbHBIX Pa3MEPHOCTell MacCHBOB I Kaxkoro ducia CCD (2.1 GiB jyis 8
CCD u 3.2 GiB ajyia 12 CCD) u ayxpanrosbix DIMM npusenenst B rabuie 14.

IIpu ucnonbzoBanuu ognopanroBeix DIMM nocturaemast mporrycKHast
CITOCOOHOCTDH B 9TOM TECTE 3aMETHO HUKe. Tak, «abCOIOTHBIIT MAKCUMYM»,
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TasiuiA 14. Ilpomyckuast ctocoOHOCTE mTaMsTH B 2P-cepBepe
¢ EPYC 9654 npu CCD=8 ¢ maccuBamu 2.1 GiB mu CCD=12
¢ maccuBamu 3.2 GiB

Yucno uureit (8/12 CCD) | 8 CCD | 12 CCD
16/24 656994 | 742480

32/48 772818 | 772308

64/96 787566 | 771964

96/144 784398 | 774630

128/192 778488 | 766348

Hannsle u3 [121].

roJtydenHbIit npu pabore ¢ 8 CCD u 64 uuramu ¢ EPYC 9654, cocrapiisier
788 I'B/c g 2P-cepsepa ¢ aByxpanrossivu DIMM (NPS=4, SMT=OFF,
Boost=0N). IIpu pa6ore ¢ ognoparrossivu DIMM 1ipu onTuMaIbHBIX APYIUX
napamMerpax MpOILYyCKHasi CIIOCOOHOCTH MeHbIe, Tosbko 726 I'B/c.

Jaunbie [121] He MOKA3BIBAIOT YBEJINIEHUS JTOCTUTAEMON B 9THX TECTAX
IIPOITYCKHOM CIIOCOOHOCTH IaMSTH 3a cueT ucrnoJsb3oBanus 3D V-cache
(Bo3MOXKHO U Gostee BbIcOKast uactora sanep EPYC 9654 B TypGo-pexknme
BJISIET HA Hee CujibHee), a upuMenenue 8, a He 12 CCD uacTo masajio Gosee
BBICOKYIO IPOIYCKHYIO CIIOCOOHOCTD. Ul IpH 9TOM MaKCHMAaJIbHAS BEJINYIUHA
npocruraercs ¢ EPYC 9654 ¢ npumenennem 64 nureit npu vHamnann 96 siaep
B KaKJIOM U3 JIBYX MPOIECcCOpPOB. Ecim nogobHnast cutyarus nMeeTcst U JiJist
apyrux mozeseit EPYC 9004, aTo MoxkeT CriocobCTBOBATH YMEHbBITIEHUTO
MAaCIITaOUPOBAHUST TPOU3BOIUTEHHOCTH C POCTOM UHCJIA si/IED B PA3HBIX
mojiesisix EPYC 9004 (ocobGeHHO mpu paBoTe €O CBSI3aHHBIMHU MAMSITHIO
npuioxkenusamu, zanpumep, CED).

B 3aBepiienne anamsa ganabix [121] caemyer orMeTuThb, 9TO XOTS
B COOTBETCTBYIONINX TECTAX UCIOJIb30BAHBI MACCUBBI JIOCTATOYMHO OOJIHITTUX
pasmepuocreit, B HPC moxker monamobuthest pabora u ¢ 60ojiee KpymHbBIMI
MaCCHBaMU, U BaXKHO TAKXKe MOJIyIUTh WH(POPMAIUIO, HE OyJeT JIn IPU ITOM
[IPOILYCKHAs CIOCOOHOCTH YMEHBIIATHCS.

W3 gpyrux maHHBIX TecTa stream st 96-saepubpix EPYC 9004 MmoxkHO
ykazarb Ha [159], rue ayist EPYC 9R14 (rpy6o rosopsi, IepBOHAYAIBHOIO
Bapuanta EPYC 9654) npojaemMoHCcTpUpoBaHa 3aBUCUMOCTD IIPOILYCKHO
CITOCOOHOCTH OT YHUCJIa 3aAefICTBOBAHHBIX SIIED.

B [160] npuBozsTes aHHbIE 00 N3MEHEHUH CPEeJIHEN BeJMYHHbI [IPOILYCKHO
CIIOCOBHOCTH MEXKJIy BCEMH UeTBIPbMs BADMAHTAME TECTOB stream (copy, scale,
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add u triad) B 3aBuCcHMOCTH OT 4YncjIa IPUMEHsEMBIX HUTEN B 2P-cepBepe
Ha 6aze 32-suepubix EPYC 9384X no cpaBhenuto ¢ 2P-cepBepoM ¢ 32-siiepHbIMI
Xeon Max 9462 ¢ ucrniosib3oBanneM B HeM ToJjibko HBM-nnamstu unu B ee
coueranuu ¢ DDR B pexxnme xamupoanuns HBM-namsarsio. TyT kammmposanue
HBM-namsaThio (hakTUIecKn paccMaTpUBaIOCh KAK AHAJIOI KIIMMPOBAHIS
¢ umernuM 6osbiryio eMkocTh 3D V-cache B EPYC 9484X. Borurpsbiin
B Takoil BesmuuHe mnpoiyckuoii cnocobonoctu y EPYC 9384X mo cpaBuenuio
C TIPOITYCKHO# criocobHOCThIO ¢ Xeon Max 9462 B pexkume KIIMUPOBAHUS
yOBIBaeT mpu pocTe uucjia uuteit or 1 10 64. Bourpsiin Takoit mporycKHOi
crocobroctn B HBM-perkume 6e3 K3mupoBanus pacTeT IPHU 9UCIe HUTEH 110
64, yxe onepexas EPYC 9384X mpu 64 HUTSX.

Jpyrue oTYacTH aHAJOTMYHBIE JaHHBIE st TecTOB stream triad [161]
ornocarcs K cepeepam Fujitsu PRIMERGY (1P ¢ 64-auepubiv EPYC 9554P u
2P ¢ 64-suepabivu EPYC 9534). Tam ucnosb3osadics Hactpoiiku BIOS u
BuIOOp NPS= onMH, /IBA WJIM Y€THIPE, U PACCMATPUBAINCH PA3HbIE BAPUAHTHI
nojzepkuBaeMbix DIMM (B T.u. RDIMM u 3DS RDIMM) ¢ passbiMu
BesmauHaMu ckopocreit epenaan (MT/s) u pasHoii emkocTbio. Ho ocHOBHBIE
JaHHbIe 00 OTHOCUTELHOM MPOITYCKHOM CIOCOOHOCTH B Stream OTHOCSTCS
K NPS=1, Boiksouennomy SMT u npumenenuio 3DS RDIMM (4Rx4 emkocrbio
128 T'B).

IIpu aTtom paccmarpuaercs pasuoe ducao DIMM ma coker. Ilpu yBemue-
HUUM UX KOJIMIecTBa J0 12 mpomycKHas COCOOHOCTH pacrert, a mpu 16 Momymsx
u 6osiee ¢ npumenenueM 2DPC ymenbmmaercs Ha 30-50%. B [161] o6eyzxmeno
TaKKe Yepe/IOBAHNE KAHAJIOB MAMATH U SHEProroTPedJIeHIe P BHIIOTHEHUN
TeCTa.

Hpyrasi uarepecHast nadopmanusi uveercst st 1P- u 2P-cepsepos (Dell
PowerEdge R7615 u R7625) ¢ uponeccopamu EPYC 9654P u 9654 B Tecrax
stream u3 PTS npu ucnonb3osarnu napamerpos BIOS o ymosuannio [162].
3/1ech ObLTa UCCIIE0BAHA 3aBUCHMOCTD JIOCTUTAEMOfl IPOITYCKHO CIIOCOOHOCTH
ot xkoudwurypanuit DIMM u cOOTBETCTBEHHO €MKOCTH MaMaTH. BBIIO HaliIeHo,
qaro Bce 4 Tecra stream (copy, scale, add, triad) nmokasanu oguHAKOBBIE
TEHJIEHIIUU, U JIAHHBIE NIPUBEJIEHBI JiJIst TecTa triad. DT JaHHbIE IPEICTABJIEHbBI
Ha pucynke 14. OHU TOKA3BIBAIOT, YTO YBEJUUEHHE TIPOMYCKHOM CIIOCOOHOCTH
pu miepexojie oT 1P- K 2P-koHUryparun o4eHb OJIU3KO K JIBYKPATHOMY.

Ecau #Ha ocHOBe 9THX JIAHHBIX IPEIIOJIOKUATH YIBOECHUE IIPOILYCKHOI
criocobHOCTH B 2P-cepBepe 10 cpaBHEHUIO ¢ 1P-cepBepoM Isi IPeCTaBIeHHOI
AMD makcuMmadbHOl nporyckHoii criocobrocTn 788 I'B /¢ st stream triad B 2P-
cepsepe ¢ EPYC 9654 (cM. Bbime), To 04€Hb rpy6oil OIEHKOH MaKCHUMAIbHOM
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Workload (STREAM - Traid) Performance
Higher is better : Performance Metric Unit - MB/s

509709 501911

500000 458513
400000
4 342691
313520 341093
256037 251467 256861 254180
228761 I 234171

160001 176542 173537
119270 131658 I 129963

16GB 16 GB 16 GB 32 GB 32 GB 32 GB 64 GB 64 GB 64 GB 16 GB 16 GB 16 GB 32 GB 32 GB 32 GB 64 GB 64 GB 64 GB
x24 x16 x12 x24 x16 x12 x24 x16 x12 x12 x8 x6 x12 x8 x6 x12 x8 x6

Performance
w
8
8
IS

PowerEdge R7625 PowerEdge R7615

Memory (scaling)

PucvyHoK 14. IIpomyckuas crocobuocTs B stream triad (MB/c)
y cepsepoB ¢ EPYC 9654/9654P B 3aBHCHMOCTH OT €MKOCTU
namary u napamerpos DIMM (pucysok u3 [162)])

HPOILYCKHOM criocobnocTn 1P-kondurypamuu 6yger 394 T'B /¢, uro cocrasser
0KoJ10 85.5% OT nmuKoBOit BeJmuuHBL 11 12 Kanamos maMmaTtu DDR5-4800
(em. Tabuuiy 5).

B [162] npuBeienbl TakyKe aHAJOIMYHbIE PUCYHKY 14 JaHHBIE s
3aBHCUMOCTEH MPOITYCKHOI crocobHocTr HA BT 1 mpormyckHoi criocoOHOCTH
Ha Jo/utap. Hamrydmryio npomycKuyo crrocoOHOCTh U 3HEPTro3ddHEKTUBHOCTH
naer cbamancupoBannas kKouduryparusa ¢ 12 DIMM nma coxker ¢ DIMM
emroctbio 32 I'B. Dtor BapmanT pekomenjyercs Dell jyist cBsI3aHHBIX TAMSTHIO
pabourx HATPY30K. DTa KOHMUTYpalus 06eCIeINBAET MPOIMYCKHYIO CIIOCOOHOCTE
Ha 49 mporeHToB BbIIIe, deM ¢ 8 moayasamu DIMM ma coker ¢ 32 I'b DIMM.
CoanancupoBantasi KoHdurypanust ¢ 12 mozaysasvu DIMM Ha pasbem u 16 I'b
DIMM obecnieunBaeT HAMJIYUIIYIO IPOIYCKHYIO CIIOCOOHOCTD 3a J0JLIap.

[IpuBouBIIMecs TaHHBIE, K COXKAJIEHUIO, HE JIAIOT BaXKHOU MHMOPMAIAN
0 3aBUCHUMOCTH IIPOILYCKHON CIIOCOOHOCTH HMAMSITH OT pa3Mepa HCIOJIb3YeMbIX
MacCUBOB. Bpiie peub 1uia 0 60JIBIINX EMKOCTIX IaMITA MACCUBOB (CM.
JIAHHBIE UX ONTHMAJBHBIX padMepos B Tabuune 12). Kak nokasano B [163],
MIPOIYCKHAs CIIOCOOHOCTD mamATh B 2P-cepBepe ¢ 56-smepabim Xeon Max 9480
JocTArajia MaKCUMyMa Ipu pa3Mepe maccupa mnopsigka 100 MB, a zarem
IMOHM2KAJIACH IIPU YBEJUIEHUN Pa3Mepa, U CTAOMIN3NPOBAJIACH IIPU OTHOM
I'B u Boime. Ho y crapmux momeseit EPYC 9004 eMKoCTh K3IIIa CTapIero
YPOBHsI TOpa3/0 BhIIe, 9eM y Xeon Max, u BiusiHEe K31Ia HA ITPOIYCKHYIO

CIIOCOOHOCTH MOXKET OBITH CHJIbHEE.
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2.4.3. Tectbi ymHoxeHns naotHbix matpuy (DGEMM) n HPL

C Touku 3peHust NpUOJINKEHNS K THKOBOW IIPOU3BOIUTEHHOCTH T€CTUPO-
Barne DGEMM s HPC siBiisiercst cambiM BakHbIM. [To nanabiM [148],
2P-cepsep ¢ 96-suepupivu EPYC 9654 nokasan 8 DGEMM (¢ ucnosbzosanuem
aocl) npousBouTENbHOCT IPpUMEPHO B 1.75 pa3a Gouiblie, uem 2P-cepsep
¢ 64-sepubivun EPYC 7763 (Milan).

B kadgecrse 6a30BbIx orenok st EPYC 9004 mbr OymeM ucmoJsib30BaTh
nmanabie AMD u3 [121], rae just 2P-cepBepos npoussouressaocts DGEMM
¢ EPYC 9654 cocrasuna 8658 GFLOPS, ¢ EPYC 9684X — 8525 GFLOPS, a
¢ EPYC 9754— 10730 GFLOPS. D1u nan#be MOKA3bIBAIOT, 9TO BO3MOXKHOCTHU
HEMHOTr0 00Jiee BHICOKHUX TaKTOBBLIX 4acToT B EPYC 9654 1ist mpon3BoauTe b
noctu Baxkuee pacruperroro 3D V-cache L3 8 EPYC 9684X, a npumenenue
6ospirero yucia saep B EPYC 9754 Baxknee MmenbIeit emkocTu karmma L3
Ha sIJIPO B 9TOM IIPOIIECCOPE.

Hanmubie AMD o npoussoaurensuoctu 8 DGEMM st 2P-cepBepoB

C JAPYTAMH MOJIEJISIMU IIPOIIECCOPOB IIPEICTABIIEHbI B Tabsuie 15.

Tabmuna 15. ConocraBiieHne MPOM3BOAUTETLHOCTH 2P-cepBEpOB
B Tecrax DGEMM u HPL ¢ pasasmvu mporeccopamu EPYC 9004

u Xeon ICL
Moxens | EPYC | EPYC | EPYC | EPYC | EPYC | EPYC | EPYC | EPYC | Xeon
e 9214 | 9174 | 9224 | 9354 | 9374F | 9534 | 9554 | 9654 | 8380
?;ZJ;O 16x2 | 16x2 | 24x2 | 32x2 | 32x2 | 64x2 | 64x2 | 96x2 | 40x2
DGEMM
(GFLOPS) | 1769 | 2065 | 2300 | 3479 | 3937 | 5423 | 6363 | 7375
HPL 1742 | 2017 | 2262 | 3411.5 | 3837 | 5281 | 6081 | 7106 | 4433
(GFLOPS) :

Jaunble u3 [152], mqias Xeon 8380 —us [164].

IIpuBenennbie B 9T0i TabJ/IHIE MAHHBIE HE ABJISIIOTCH MAKCHMAJIbHBIMUI
BeJIMIMHAMY U3 YUCJIA TPEIOCTABIISIBIINXCS Tpon3BoauTeieM. Tak, B bosee
nosaHeM jokyMmenTe [121] mus 2P-cepsepa ¢ EPYC 9654 npuseeHa npousso-
nurensHocTb 8658 GFLOPS (310 yike 6bu10 ykazano sbiiie). Kpome toro,
UMEIOTCs | erre 0ojiee BBICOKME mokazaresn mpoussogureabnoctn B DGEMM u
HPL st stux mozeneit EPYC 9004, nonyuenssle B Tectax B Kurae (cwm.,
Hanpumep, orcouiky Ha Chongqing Microcomputer?). Tam mias EPYC 9654
npusoauTcst mpousBomuTebHocTh DGEMM 9283 GFLOPS. Hy:xuo Takxke

8https://news.qq.com/rain/a/2023091240A4M100, accessed 6.03.2025.
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OTMETHUTD JaHHbIe 0 mpousBoguTeabaoctn DGEMM nya mponeccopos EPYC
9004 B [100], rie B pamkax tectop HPCC mosyueHa n IpOM3BOIUTENBHOCTH
DGEMM sna omgno sapo. Tam ajis 3roro ucnonb3osaiack budiamoreka MKL.
Hns ssnpa 8 EPYC 9654 tam nosrygeno 51 GFLOPS, 8 EPYC 9554 — 58
GFLOPS, a B 32-axepaom EPYC 9334—60 GFLOPS, uTo, BeposiITHO, CBSI3aHO
C POCTOM JIOIYCTUMOI YaCTOTHI IIPOIECCOPOB C MEHBIMTUM JIUCIOM siyiep. Ho

[IPOM3BOAUTENLHOCTD sijiep Xeon SPR cpennero kiacca (B 32-suepHbix Xeon
6430) serme (71 GFLOPS) [100].

Kpowme pacipocrpanenssix TectoB DGEMM, B KOTOPBIX [IPUHSITO UCIIOJIb-
30BaTh COOTBETCTBYIONINI MOIYJ/Ib U3 ONTUMUIUPOBAHHLIX OUOINOTEK, It
EPYC 9004 umerorcst MmeHee uHTEpECHbIE JaHHble TecToB Phoronix mt-dgemm
(em., mampumep, [147]), B KOTOPBIX TPUMEHSIETCS TPAHCIISIIAST TPOCTHBIX
BJIOYKE€HHBIX [IUKJIOB JJIsl YMHOYKEHUsT MATPUIL 0€3 MCIO0Ib30BAHUS CIIEIUATBHBIX
OUO/IMOTEK, IYTO B TAKOM BapUAHTE MCXOJHOTO TEKCTA BBIHYXKICHHO JTOJI?KHO
aBaTh 0oJiee HU3KYIO IIPOU3BOIUTEIHHOCTD.

Yro kacaercs ucnosbdyemoro B TOP500 Trecra HPL, To corsiacno
manHabiM [148| mpomssogmTepaOCT 2P-cepBepa ¢ EPYC 9654 mpumepro
B 1.77 paza Gosbite 2P-cepepa ¢ EPYC 7763. B [88] npousBojure ibHOCTE
anajiorugHoro cepepa ¢ EPYC 9654 conocrasisiercs ¢ 2P-cepsepom ¢ EPYC
7773X, B TOM "mciie jig pasubix pazmeprocreit (ot 140 mo 220 Toicsa). doist
MakcuMaJibHO pasmeproctu cepsep ¢ EPYC 9654 B HPL Gvictpee B 1.75 pasa.
Oru janHble OB MOJIYYeHbl ¢ npuMenerueM aocl 4.0 (npu ucnosb3oBaHUM
oneAPT MKL 2022.2 npou3BoJuTeIbHOCTb ObLIa HUXKE).

Kak u paccMorpentbie Bblllie JaHHBIE TaOJIUIBI 15 0 TPOU3BOIUTETHLHOCTH
2P-cepeepos EPYC 9004 8 DGEMM, coorBercrytomue nauube s HPL—He
MaKCUMAJIbHBIE W3 JIOCTUraBIIUXCsl. B Gostee mosmaeM nokymenre, [121], AMD
npusesia 6osee Boicokue nokazarenan: 8856 GFLOPS nna EPYC 9654, 10134
GFLOPS msa EPYC 9754, 8620 GFLOPS mis EPYC 9684X. Tlosyuasiasicst
nHorna 6osiee BuicoKas npousBoaureabHocTs EPYC 9654 u EPYC 9684X
B HPL, vem 8 DGEMM, BeposiTHO, CBsi3aHa C HAJIMYINEM B si/[paxX B JOIOJHEHUE
K ofHOMY 610Ky FMA erme 0ffHOTO BEKTOPHOTO GJIOKA CIJIOXKEHUsT (CM. BBIIIe
B pazzene 2.1).

Ecnn n3 nanupix Tabsmip! 15 M0/eiTh IPUBEJIEHHYIO IPOU3BO/IUTEIBHOCTD
HPL na uucso saep, To B pacdere Ha 01HO AP0 i 40-g1epHOit Moien
Xeon 8380 nostyuaercs 55 GFLOPS, s crapmreit 96-smeproit EPYC 9654 —
cymecrBerno Huzke, 37 GFLOPS. Oxnako y mozueseit EPYC ¢ menbium
YHUCJIOM sifiep ObIBAET CyIIecTBEHHO 00Jiee BBICOKAsi TAKTOBas 9acToTa, u jisi 64-
simepHoit EPYC 9554 Takasi nmpousBouTe/ibHOCTD Ha sijpo paHa 48 GFLOPS,
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a i 32-anepuoii EPYC 9374F yxe Boime, uem mgist Xeon, 60 GFLOPS (nyis
miazmeit 16-smeproit mogenun EPYC 9214 ona 54 GFLOPS, nmourn xak mist
Xeon). B onpejie/ieHHOM CMBIC/IE MOKHO FOBOPUTH O KOHKYDPEHTOCIIOCOOHOCTH
o npoussoaurenabHoctr B HPL na simpo y EPYC 9004 u Xeon ICL, nostomy
CYIIIECTBEHHO DOJIbIIIee YKUCIIO sifiep B crapiux Mojessx EPYC 9004 maer um

COOTBETCTBEHHO IIPEUMYIIIECTBO B IIPONU3BOJANUTE/ILHOCTH.

ITo nanaeiv AMD [165], B Tecre HPL jist 2P-cepsepa Ha 6aze 128-
stmeproro EPYC 9754 nonydena npouspoguresbaocts 10134 GFLOPS, B T0o
BpeMd Kak it 2P-cepBepa ¢ 60-aaepasiMu Xeon 8490H mosyuennas Fujitsu
nponsBouTenbHOCTE paBHa 7296 GFLOPS [166]. Yucso simep B cepsepe
¢ EPYC 6bu1o B 2.13 pasa 6oJibllie, 9eM 9HCIIO SJep B cepBepe ¢ Xeon, a
npousBoguresbaocTb B HPL Gosbire B 1.39 pasza. U sTa npousBoguTe ibHOCT
cepsepa ¢ 60-saepubivu Xeon 8490H neMHOXKKO BbIIIe, YeM ITPUBEICHHAST
B [88] Besmmunnua (7257 GFLOPS) s cepeepa ¢ 96-suepasivu EPYC
9654 (upencrapieHHble B [152] NPOU3BOANTENBHOCTH, yKAa3aHHbBIE B Ta0/IU-
e 15, eme ayTh Menbine). Ho npuse/ieHHBIE BhIle GoJlee MO3/IHIE JAHHbIE

o mpomspouresnbHOCTH 0T AMD [121] Bee paBHO GodbIre.

B o630pe [100] npuBe/ieHs! gaHHble 0 npousBojuTeasHocrn HPL s
uporeccopos: 96-saepaoro EPYC 9654 (3811 GFLOPS), 64-simeproro EPYC
9554 (3319 GFLOPS) u 2P-cepsepa ¢ 32-suepuasimu EPYC 9334 cpennero
kiacca (3527 GFLOPS) ¢ ucnions3osannem 6ubsmorexkn MKL, kotopast jasana
HECKOJIBKO 00Jiee BBICOKYIO MTPOU3BOIUTETLHOCTD, ueM OpenBLAS. Boutee
BBICOKasl TPOU3BO/IUTEILHOCTE 2P-cepBepa 1o CPaBHEHUIO ¢ 64-si/IepHBIM
MIPOIIECCOPOM, BEPOSITHO, TAKXKE CBA3aHA C MOKA3ATEsIMA TYypPOO-IacTOT.
Drtor 2P-cepBep TakXKe HeMHOro onepeans 2P-cepsep ¢ Xeon SPR cpemHero
kiacca (Xeon 6430, 3436 GFLOPS), comepxkammuii Takoe e IuCIO sijiep, UTo,

BEpOsITHO, CBSA3aHO ¢ 60Jiee BHICOKUMU TaKTOBbIMHU dacToramu B EPYC 9334.
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2.4.4. [poussogutensrHocts B Tecte HPCG

pyruM TecToM TPOU3BOJIUTEIHLHOCTH, PE3YIHTATHI KOTOPOTO JIJIsl CyIIep-
KoMmIbioTepoB mpuBojsaTcss B TOP500, sapisiercss HPCG, koTopbiit MHOTHTE
cauTaior HoJee aKTyaIbHBIM Jyist 6osbinuacTBa HPC-iprtoxkennit u3-3a 60Jtee
HU3KOH BBIYUCIUTEIbHON MHTEHCUBHOCTU U OOJIBINEH IyBCTBUTEIbHOCTH
K IIPOITyCKHOM criocobHocTu namstu, deMm B HPL.

COOTBETCTBEHHO B 3TOM TECTE MOXKHO YBUJIETH U 3aBUCUMOCTH Pe3yJIbTaTa
OT TIPOIYCKHOf criocobHocTn mamsiti. B [121] st 2P-cepBepoB MaKCUMAJIbHAS
pon3BoAuTeIbHOCTE, 137.9 GFLOPS 6buta mostyvueHa mpu UCHOJb30BAHUN
96-stmeproro EPYC 9684X wnin 128-anepuoro EPYC 9754; ¢ EPYC 9654
oHa ObL1a uyTh HUKe— 135.0 GFLOPS. 9711 nanHbie ObLIN 1Oy YeHbI IPU
pabore ¢ aByxpanroseiMu DIMM, a npu ncnonb3oBaHun 060Jiee MeIIEHHBIX
omropanroseix DIMM (¢ uponeccopamu 6e3 3D V-cache) ona Gbuta va 4%
HUZKe. DTHU PE3YJIbTAThI MOJy9YEeHbI ¢ TOACeTKAMU pa3MepoM 192 1o Kaxk 1o
ocH, ¢ 60-ceKyH/IHBIM XPOHOMETPAZKEM.

Ilo mamubiM Ha 20.11.2024 2P-cepsepsbt ¢ EPYC 9654 wimm EPYC 9754
nagasm B Tecre HPCG 3.1 u3 PTS upu pasHbIX MCXOIHBIX JIAHHBIX® IIPOU3BO/IU-
TEeJBHOCTH CUJILHO HUZKe, deM B [121]; onepexkas 1pu 3roMm 2P-cepsepsl ¢ Xeon
ICL (Xeon 8380), Ho orcrasas or 64-seproro Xeon SPR (Xeon 8462Y).
B srom recre pannbie s 2P-cepsepos ¢ EPYC 9554, 9654, 9754 u 9684X [12]
MIPOJIEMOHCTPUPOBAJIH TPEUMYIIECTBO B ITPOU3BOJIUTETBHOCTA OTHOCHTETHHO
GPU Nvidia GH200; Ampere Altra Max M128-30 31eCh CHILHO OTCTAET.
Cormocrasitenne npoussojuresbaoctu EPYC 9004 ¢ Xeon SPR u Xeon EMR
IIPOBOIUTCS Jlajiee B pazjeste 4.1.

2.4.5. lMapannenshoie Tectoi NAS (NPB)

Kiraccuaeckum nnpumepom nipuitoxkennit HPC, cBsizaHHBIX TaMATBHIO,
spJistiorcs 3aaun CFD. Habop TecroB NPB 6a3upyercsi Ha IIporpaMMax,
akTyasbHbiX Jyiss CFD, u atu mporpaMMbl TakKe OOBIYHO CBSI3AHBI TAMSTHIO
(cM., nanpumep, [167]). Baxkubim npenmymiectBoM NPB MOXKHO CYMTATDH TO, 9TO
JUIST KaXKJI0ro U3 TecToB B NPB, KOTOpBIE NMEIOT JIBYXCHUMBOJILHOE Ha3BaHIUE,
rMeeTcss HaDOP MCXOMHBIX JTAHHBIX I KJIACCOB IIPOOJIEM PAa3HOIO pa3Mepa,
uMeHyeMbIX cuMmBosiamu or A (Masienbkas npobiema) 10 F (camas Gosbmas).
Knaccet D, E u F oTHOCaATCS XK 0veHb GoabuM 1 TpebyioT'® cooTBeTcTBeHHOo
12.8 I'B, 250 I'b u 5 Tb mamaru. YunrsBas nogaepkky 10 6 TB namsarn
B EPYC 9004, TecThl MOXKHO TIPOBECTH JaxKe B 1P-cepsepe.

9https://openbenchmarking.org/test/pts/hpcg, accessed 11.02.2025.
Ohttps://www.nas.nasa.gov/software/npb_problem_sizes.html, accessed 21.11.2024.
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B oruére [100] Takke IpejCTaBIeHbl JAHHBIE O IIPOU3BOIUTEILHOCTH
EPYC 9654, 9554 u 9334 B recrax kiacca C. [Ipon3BoauTe/IbHOCTh OTIEIbHBIX
anep srux nporeccopos B Tectax SP, FT, LU, BT, MG, IS u CG u3z-3a
00Jiee BBICOKUX TAKTOBBIX YACTOT B 0OJIee MJIAIIINX MOJIE/ISTX C MEHBIITUM
qucioM siziep (eM. tabuuiy 6) Bblme, yeM y 6ojiee CTApIIUX MOJEJe, U Y BCex
9THUX IPOIECCOPOB sapa cuiabHo onepexkaior Milan 7713P u Xeon ICL 6330.
AHaJlornvHbBIE CpaBHUTE/IbHBIE PE3YJIBTATHI UMEIOT MECTO B 9THX TECTaxX JJIsi
1P u 2P-cepsepos. Ho B Tecre EP (¢ upessbryaiitoii mapasuiebHOCTHIO —
rereparusi Habopa u3 N IICEBIOCTYIalHBIX YUCEJ U PACUET JIJIsi HUX TayCCOB-
CKHUX OTKJIOHEHWIT) TAKOrOo CUILHOrO 3hdeKTa B IPOU3BOIUTEIBHOCTIX HE
HaOJII0JIa€TCs.

Ha pucynke 15 npusesiens! jansbe u3 [100] o MacmTabupoBaHuy IPOU3BO-
JUTEIHHOCTH C YUCIOM HCIOJILb30BaHHBIX a7ep B Tecre MG (MHOrOCeTOIHbIH
MeToj, moxKaJIyil Hanbosiee MaTeMarudecku npubimxennsiii K 3amagam CFD),
a Ha pucyHke 16— B Tecte SP (CKaIApHBII TS THINATOHATIBHBINA PEIIATEND ).
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Pucynok 15. IIpoussoguresnsrocts B Tecre NPB MG.C (Mop/s)
no gansbM [100])

MG.C sBisieTcs CBA3AHHBIM HaMATHIO (cM., Hanpumep, [168]).

Pucynok 15 4eTKO IIOKa3bIBAIOT IMPAKTUYECKU IIPEKPAIIEHUE POCTa
npousBoauTesbHOCTH B TecTe MG kiacca C npu UCIO/Ib30BaHUY CBBIIIE 32 sep.
B recte SP.C na pucyske 16 Mbl BuaumM MacurtabupoBaHue IPON3BOIUTEILHOCTH
10 64 sinep (a g EPYC 9654 — 10 96). 911 pe3ysnbTaTsl MOIYT ObITH BasKHBI 151
BBIOOpA OIITUMAJIBHOTO JiiIst pacueToB B obsiact HPC mporeccopa, MOCKOJIbKY
OHU YETKO JIEMOHCTPUPYIOT OECCMBICJIEHHOCTD ITIPUMEHEHUs] B HEKOTOPBIX
CJIy9asix MPOIECCOPOB ¢ OOJIBIIMM YHUCJIOM SJIED.

[Mockosbky Bhiie yxe obcyxkaamucs nanuabie pisg HPCG, recr CG u3 NPB
MBI 3/I6Ch Jlajiee He paccMaTpuBaeM, a TecT FT paccMoTpeH janee B mojipasiese
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PucyHok 16. Ilpomssomurensrocts B Tecre NAS SP (Mop/s) no
JanebM [100])

mpo BII®. U3 umeromuxcsa va caiite openbenchmarking.org pesysipraTos
PTS-tectoB NPB myiss EPYC 9004 MbI BEIOpan Jijisi MILTIOCTPAIMHA Pe3y/IbTaThI
recroB MG u LU (cm. tabiumy 16).

TAb/imyA 16. lanuble PTS-tecToB NPB-1.4

Yucio Tect MG.C (Mop/s) Tect LU.C (Mop/s)
Monenn

aAep 1P 2P 1P 2P
EPYC | 9g 127926 247898 281541 598378
9754
EPYC 96 119395 197380 270942 1499455
9654
EPYC
b 96 136394 233202 342023 537685
EPYC 64 126497 231992 253447 477048
9554
EPYC
Saar 32 122186 214956 179539 372552
E%;fc 64 57458 100845 143472 286606

B Ta6Hl/ILlC IPUBOJALATCHA CpefHNE 3HAYCeHUs 110 PA3HBIM IIOJIyYeHHBIM pe3yJjibTaTaM BBIIIOJIHEHUAM
TectoB [https://openbenchmarking.org/test/pts/npb 11.02.2025] na 24.11.2024.

Ot nannabie Tecra MG.C moKa3bBa0T OOJIBINOE yBEIMIEHUE TPOU3BO/IU-
respHOCTH oTHOCUTE IbHO EPYC 7003, MacimTabupoBaHue IPOU3BOIUTEIBHOCTH
mpu nepexojie oT 1P K 2P U TOBBINIEHNE IPOU3BOIUTEIBHOCTH 38 CUET MCIIO/Ib-

sopanust 3D V-cache 8 EPYC 9684X. Iinsa EPYC 9554 (1P) pesyasrar MG.C

B 9TOH TabJmIle JOCTATOYHO OJIM30K K IIPEJICTABIEHHOMY Ha PUCYHKe 15.
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Brermae B aT0i TabsuIe aK0ObI HAOIIONAETCA W MACIITAOMPOBAHUE
MIPOU3BOIUTEILHOCTH ¢ pocToM duncia siiep B EPYC 9004. Ho stu man-
Hble JTEeMOHCTPUPYIOT U CEPbe3HBbIIl HeJOCTATOK pe3ynabTaToB PTS-TecToB
B openbenchmarking.org, cBsi3aHHBIN C [TOJIyYeHHEM TaM JAHHBIX UCKJIFOYU-
TEJIbHO IIPU HMCIIOJIH30BAHUHU BCEX IIPOIECCOPHBIX fAlEP B KaXKIOM IIPOIECCODE.

He Tak BaxKHo, 9T0 TaM OBIBAIOT GOJIBINNE OTKJIOHEHUS B IPOU3BOIUTEI b
HOCTHU BBIIOJHSBIIMXCA TeCTOB y pas3ubix apropos (st MG.C ¢ EPYC 9654
onu 6bn Gostee 10 Toicsta Mop/s). Ho 6eicrposeiicrsue EPYC 9654 8 MG.C
(Iazke IpH MCIOB30BAHAM MAKCUMAJILHON U3 BCEX JOCTUIHYTBHIX B TE€CTAX IPO-
U3BOJUTENBHOCTH) OKaszaaoch Huke 64-simeproro EPYC 9554 (u 32-simeproro
EPYC 9374F ¢ simpamu noBblienHodi 9acTorsl). IIpuauHoit 317010 Morio 6urh
U TIPEKpAIlEeHue POCTa MIPOU3BOJIUTEIHLHOCTH TIPU YUCJIE SJIED B IIPOIECCOPE
CBBINIE 32, YTO MOKA3BIBAET PUCYHOK 15— a MOTOM MPOU3BOAUTEIHHOCTH MOIJIA
HAYATH YMEHBIIATHCS.

CooTBeTCTBEHHO JlaHHBIE TaOUIbl 16 MOKA3BIBAIOT OTHOCUTEJIHLHYIO
MIPOM3BOAUTETHLHOCTh PA3HBIX MTPOIECCOPOB B KOHKPETHOM TECTe, HE JTaBast
oteHKY 3(pPEeKTUBHOCTH MCIOIBL30BAHNS TEX WM WHBIX mporieccopoB. Crapimme
mozesu (B nepByio odepens opuentuposanubie Ha HPC EPYC 9654) moryT
MTOKa3BIBATh TOpa3a0 OOJBIIYIO TPOU3BOIUTEILHOCTD OTHOCUTEILHO MOJeeit
€ MEHBIIMM YHCJIOM siJIep B JIPYTHX TecraX (Uiid, Ha000POT, He JeMOHCTPHPOBATH
9TOT0).

Kpowme Toro, nyxHo ormeruth Bbicokue pesyibrarel EPYC 9374F B recte
MG.C— oun mocrarouno 6am3ku Kk EPYC 9554 co B aBa pasa 60JabINIM
YUCJIOM SIJIED.

B recte LU.C Takzke BUIHO CYIECTBEHHOE YBEJIUICHUE TPOU3BOIUTEIHHO-
cru nipu niepexogie or EPYC 7003, macmrabupoBaHue MpOU3BOIATEILHOCTH
Ipu Iepexoe K MPOoIeccopaM ¢ OOJIBITUM YHCIOM sifep u oT 1P K 2P-
koudurypanusm cepsepoB. Cepsepbl ¢ EPYC 9554 Tak:ke omepexkaroT
o npousBogurenbHocTd B Tectax MG.C u LU.C cepsepst ¢ Xeon SPR u EMR
(cM. 06 MX TIPOM3BOIUTENBHOCTH Jasiee B pasjeite 4.1).

2.4.6. Tectbl nponsBoguTensHocTH npeobpasosanns Pypve (BM1P)

Jlaiee paccMaTpuBalOTCa JAaHHBIE /I TpeX pa3HbiX TecToB BIID —FT
u3 Habopa rtector NPB, tecra FFTW?' (tounee, sapuanta FFTW u3 nakera
FFTE, wacru nabopa tecros HPCC'?) u heFFTe (Highly Efficient FFT for
Exascale) [169].

Uhttps://waw.fftw.org/, accessed 23.11.2024.
2https://hpcchallenge. org/hpec/, accessed 8.05.2025.
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Bubmmorexka heFFTe s Tpexmeprnoro BII® ucxonno oprenTupoBana
Ha dK3aMacmrabuposanne (M COOTBETCTBYIONUI aMepUKAHCKUI IIPOEKT
ECP). ITostomy heFFTe npe/monaraer ucroyb30BaHue TETEPOrEHHBIX y3JI0B
¢ GPU, ognako TecTrpoBajach U Ha FTOMOINE€HHBIX CHCTEMAaX, B TOM “HCJIE
Ha cynepkoMnbiorepe Fugaku ¢ ARM A64FX [170].

IMokazaren IPOU3BOAUTEILHOCTH B 9TOM TecTe'® 3aBmcaT OT TOro, mjs
Kakoro Bapuanra Exascale onu upezcrasiensl (nocseusst sepeust Ha 24.11.2024
-2.4), or Bepcun heFFTe (mocienuss sepcus na 24.11.2024 -1.1.0). Tam
UCHOJIb3YETCsI TECT I2¢ ¢ pasHbIMu O9K-3Hamu (Mbl paccmarpuBaem FFTW),
pasmepHocTsiMu N 110 Bcem ocsiM (B Tabuuie 17 npusesenst gyst N=512) u
dopmaramu uuces (B Tabiune 17 nanusie heFFTe ma FP64). Ilo ykazanuoit
BBIIIE CCBHLIKE MOXKHO HaiiTu JaHHbIE I pasHbix mokoJennii Xeon u EPYC.

TasunA 17. IlpousBonurenbHOCTH B pa3HbIxX TecTtax BIID

— heFFTel! NPB FT.C3 HE%@%V@

2P 1P 2P 1P

EPYC 9754 208 142074 + 2376 230807 + 16627

EPYC 9654 254 123767 + 2015 225350 + 6792 68

EPYC 9684X 323 122140 + 2543 232095 + 7382

EPYC 9554 236 125629 + 1385 238502 + 5200 65

EPYC 7773X 125 64292 + 373 126663 + 1938

Xeon Max 9480 | 2212 - 105720 + 7286

Xeon 8490H 129 70543 + 778 113779 + 6001

! GFLOPS — nast Exascale 2.3 u 2P-koudurypanuit EPYC 9004 ¢ napamerpom Power B 400
Br. Jauusie uz [171].

2 Ilns paBorsr Tonbko ¢ HBM.

3 Mop/s— s NPB 3.4 B BapuanTe npb.1.4.x u3 [https://openbenchmarking.org/test/pts/npb
or 25.11.2024]. IlpuseieHbl CpeiHUE 3HAUEHUSI U OTKJIOHEHUSI B PA3HBIX BBIITOJTHEHUIX
TECTOB.

4 GFLOPS, panusie u3 [100].

Tect heFFTe 31ech memorcTpupyer Gosbiioit mporpece ot Zen 3 K Zen 4,
oIpeieIEHHOE MACIITAONPOBAHUE IPOU3BOAUTEIHLHOCTH 110 96 si/ep B mporeccope
(ToIbKO B KpaiiHe OrpaHUYEHHOM CMBIC/IE, YKA3AHHOM BBIIIE B II0Jpa3iese
upo rectsl NPB). B mem 128-sepubiit EPYC 9754 ¢ yMeHbIIEHHBIM K3IIEM
L3 mokazaJt 60J1ee HU3KYIO ITPOU3BOIUTEILHOCTD, YeM 96-sepubie EPYC
Genoa, 9ro codeTaercs U ¢ GOIBIIM TT0JI0KUTENTbHBIM 3hdexkTom 3D V-cache
B EPYC 9684X, u ¢ CHJIbHBIM yBeJIM9IeHUEM TIPOU3BOIUTEIHLHOCTH TIPH paboTe
¢ BoicokockopocTHo namaTbio HBM B Xeon Max. Ilocienmee coorBeTcTByeT
orpanmdennio mpon3soanTesbHocTu BIID mpormyckHOo# CrToCOOHOCTHIO MAMSITH.

3https://openbenchmarking.org/test/pts/heffte, accessed 24.11.2024.
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[Tpusenennnie panusie Tecta NPB FT.C menee nabOpMATHBHBI, TTOCKOIBKY
JIAHHDBIE OT PA3HBIX aBTOPOB JaBaJjii OOJIbIINE BeJIHIUHbI OTKIOHeHui. Ho
3/1eCh MOYKHO YBHUJETH OOJIBINON pocT B mpoussoauTespHocT KPYC 9004
o cpasHeHuto ¢ 64-suepasiv EPYC 7773X (Milan), macmrabuposaHue
[IPOU3BO/INTEIHLHOCTH IPH Tepexosie oT 1P K 2P-KOHMUTYpAIUsSIM CEPBEPOB, 1
B BeCbMa OIpaHUYEHHOM CMbicjie — MacinrabupoBanne B EPYC 9004 ¢ poctom
unesia szep B nporeccopax or 64 8 EPYC 9554 10 128 8 EPYC 9754 (recmorpst
Ha yMeHbIIeHUe B HeM eMKocTHu Kamra L3). Kpome Toro, 3/1ech nposBiisgercs
He TaKOi OOJIBINON TOIOXKUTEIbHBIN 3ddeKT u oT eMkocTn K3rma L3, u or
BbIcOKOCKOpocTHOH maMsit HBM (B Xeon Max).

2.4.7. [lpon3BognuTeNbHOCTL B MEXaHUKE CIJIOLIHbBIX CPES

B sTom mozapaszeiie B ocHoOBHOM pedb moiier o 3agadax CFD, a aspoauna-
MHUKa, CIOJIa TaK¥Ke BKJIFOUEHA M3-33 OJIM30CTU UCIOJb3YEMbIX MATEMATHIECKIX
METOJIOB, HO MMEIOIIUECs] JAHHBIE O MPOU3BOIUTETHHOCTA B HEl KacaioTcst
B OCHOBHOM TOJIBKO TIPEJICKA3aHUS TIOTOJIbI.

3/1eCh PACCMATPUBAIOTCS JaHHBIE O MPOU3BOJAUTEILHOCTH, KOTOPBIE MOT'YT
OBITh COITOCTABJIEHBI JIJIsI PA3HBIX MOJIEJIeN TPOIECCOPOB, 00CY K TaeMbIX
B 0030pe; 03TOMY OHM B OCHOBHOM KaCaloTCs IIPOU3BOAUTETLHOCTY B M3BECTHBIX
MIPUJIOKEHNsIX. B KadecTBe MpuMepa UCCIeI0BaHnil B JAHHOM 00/1aCTH, KOTOPBIE
3/1eCh HE PACCMATPUBAIOTCS, IIPUBEIEM PAbOTHI C TPUMEHEHUEM CEePBEPOB
¢ EPYC 9654 [172,173].

O/HaKO MBI 3/IeCh OTMETHM TAKYKE OTHOCAIIYIOCS B HEKOTOPOM CMBIC/IE U
K BBIYACJIATENBHON XuMun paboTy [174] (oTHOCHTCS K 3a/a9aM XUMHUIECKOTO
ropenust), rjae ucnosp3yiores mwiaruasl u3 CEFD (B ToM 4mciie U3 IpUIOKEHUs
Nek5000), u uccienoBana Ipou3BOAUTEHLHOCTE Ha 2P-cepepe ¢ EPYC 9654
B comnocrasyiennn ¢ npumeneaneM GPU Nvidia H100 u AMD MI250X.

Wsyuenne npoussogurenbuoctu B obsactu CFD npescrapisier naTepec
JIJIsT COBPEMEHHBIX MHOTOSIJIEPHBIX IIPOIECCOPOB B TOM YHUCJIE JIJIA TOHUMAHUS
3¢ PeKTUBHOCTH TTPUMEHEHUsT TIPOIIECCOPOB C PA3HBIM UUCJIOM sIIEp, TOCKOIbKY
cBst3aHHbIe MaMsIThIO mpuioxkerust CFD moryT mpekpamars MaciirabupoBaHie
MIPOU3BOIUTEHLHOCTH TIPU YUCJTIE SAJIep, TAJEKOM OT MaKCHUMAJIBHO JIOCTYITHOTO
B HacTosIIee BpeMs (cM., Hanpumep, gannbie 110 recty NPB MG.C Bbiiue).

[TpoussoauTensrocTh Ha 3amadax CFD sBiigeTcst ofHUM U3 CAMBIX BarKHBIX
mokazareseit 1yt EPYC 9004 B o6macru HPC, mockonbky nmenno st CED,
BO3MOXKHO, JiBa Mpeabliyinux nokojenuss EPYC Zen nuciosib30Bajnuch vyalie, 4em
B apyrux obnactax HPC. JlemoHCTpalius IpenMyINEecTB TPOU3BOAUTETLHOCTH
EPYC 9654, 9554 u 9374F 1o cpasuenuio ¢ mogesnsamu Zen 3 (EPYC 7763
¢ 64 sapamu u EPYC 75F3 ¢ 32 simpamu) umeercsi, Hapumep, B [175]. Tam
JlarKe UMEIOIIUH HANMEHDBINYIO TPOU3BOIUTEILHOCTD CPEIU MPUMEHSBIINXCS
muporeccopos EPYC 9004, 32-anepusiit EPYC 9374F, onepexasn obe momenn
Zen 3.
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Cpa3y nociie Havaja OCTABOK CEPBEPOB ¢ Iporieccopamu Zen 4 Ha M3BeCT-
HoM B Mupe CFD oprueHTHpPOBAHHOM Ha IIPAKTHYECKOE IIPHMEHEHUe 3a7a4
IUAPOJMHAMUKH CaiiTe HOsBUIACHL O0IIAasl PEKOMEHJAIMs O BEIGOpe Mozeeil
EPYC 9004 st ux npuMeHeHus B 910ii obractu [155].

ITockopKy CTOMMOCTD JIMIIEH3UHU HA HUCIIOJIb3YEMbIE TPOrPDAMMHBIE CPEJI-
crBa CFD wacrTo npornopruoHaabHa YUCTy JOCTYITHBIX JJIsT TPUMEHEHUsT
[POIECCOPHBIX SJIEP, OTHOIIEHUE CTOUMOCTD / IPOU3BOJUTELHOCTD IIPUHUMAET
60J1ee BBICOKYIO ITPAKTHYECKYI0 3HAUAMOCTh. [IOHSITHO, 9TO TaM pEeKOMEHIyeTCst
IPUMEHATH MOJIEJIH IIPOLECCOPOB, JOCTHUTAIOINIE OOJIBIITYIO IPOIYCKHYIO CIIOCO0-
HOCTDb HAMSITH, COOTBETCTBEHHO mojepxuBaomue 12 kanagsos DDR5. Kpome
TOr0, BayKHOI OTMEUYEHa W eMKOCTh K3Ima L3, COOTBETCTBEHHO PEKOMEHIAITNS
OIPAHUIMBAETCS TOJLKO cepueil Genoa (Bkiodas Genoa-X ¢ npuMeHeHHEM
3D V-cache). Tam pekomenyercst He crapiiast 96-simepaas Mozgens EPYC
9654, 4TO B EPBYIO OYEPE/b CBA3AHO, BOZMOYXKHO, C OOJIBIITNM CTOMMOCTHBIM
[TOKA3ATEJIEM.

Hannabie na pucynkax 15 u 16 BbIllle TaKKe COOTBETCTBYIOT BBHIOODY
IIPOIIECCOPOB € HE CAMBIM OOJIBIIAM YUCJIOM sifiep. TakoMy BBIOOPY OTYIACTH
COOTBETCTBYIOT U IIPUBEJeHHBbIE paHee JaHHbIe [ TecTa stream triad, rioe
HaubOJIbIIIAsT IIPOILYCKHAsI CITOCOOHOCTh maMsaTu B 2P-cepepe ¢ EPYC 9654
nojgydaJjach ¢ npuMenenueM 96, a He 192 Hureil npu ncnosb30BaHUN 12
kpucrasuios CCD, a upu padore ¢ 8 CCD (u 64 HUTAMHU) IPOILYCKHAS CIIOCOOHOCTH
ObLIa elle HEMHOIO BHIIIIE.

IIpousBoaurenbuocts cpeacts OpenFOAM. Mbr HagHeM OTHOCH-
IIYIOCsT K IPUJIOYKEHUSIM 9aCTh 00CyKieHus mpousBogureabHoctu B CFD
C JAHHBIX ISl IIPOCPAMMHBIX CPecTB 6ojiee OOIIero xapakrepa, IOCKOIbKY
OpenFOAM wucrob3yorcst BOOOIE JIJist PEIieHus] YPAaBHEHHI B 9aCTHBIX
MIPOM3BOJIHBIX, M, KAK OTMEUECHO BBIIIE B pa3jesie 1, IPUMEHUMBI He TOJBKO It
3aJlad MeXaHUKH CILIOMHLIX cpel. [locemusst na 2024 rox Bepcust OpenFOAM
GbLa 12 [176].

Hns OpenFOAM naBHO TOSIBUJINCH pa3HbIE TECThI IPOU3BOINTEIHLHOCTH,
a MHOTOYUCJIEHHBIE JTaHHbIE O €€ MACIITaOUPOBAHUN B 3aBUCHMOCTH OT
qHCJIa MPOIECCOPHBIX SJEP JIJIsi CAMBIX PA3HBIX ITPOIECCOPOB, KaK x86, Tak u
ARM, nocTostHHO HOABJIAIOTCA B opuenTuposanHoM Ha OpenFOAM 6ore
ucnonbzytomux CFD™ ¢ 2018 roza 1o HacTosIee BpeMs.

Wcnonws3yembie Hpiae u opuentuposanibie Ha HPC TecThr pazpaboranbl
B 2019 roxy [177]. OHu IPUMEHSIIOTCSI JIJIsl PA3HBIX IeJIel, U JJIsl HUX TIpejia-
FaroOTCsl CETKY PA3HOTO pasMmepa. 11osHblil nx crmcok umeercs B [178]. Tanubie

Ynttps://wuw.cfd-online.com/Forums/hardware/198378- openfoam-benchmarks-
various-hardware.html, accessed 1.12.2024.
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9THUX TecToB'® cTall aKTHBHO HMOSBIATLCA JIJIS COBPEMEHHBIX IIPOIECCOPOB,
KOTJ[a OHM BOILIN B cocraB PTS re pesymbrarsl Tecta openfoam-1.2.x ajs
HOBelimux mporeccopoB otnocaTcst K OpenFOAM 10. st 3Tux BapuanToB
TecTa MbI Oy/IeM HUYKe PACCMATPUBATH JaHHbIe U3 [171], OCKOJIBKY 9TO
Harbo0JIee XOPOIIIO TTOJXOUT JJIsl COITOCTABJIECHHUS PA3HBIX MOJIEJIEl TPOIECCOPOB.

AMD B [179] npuBosuT cpejiHIEe KOMIIO3UTHbBIE 3HAUEHUS 110 PA3HBIM
tectaM OpenFOAM To/IbKO J171s1 OTHOCUTETHLHOM TPOU3BOIUTEIHHOCTH 2P-
cepsepoB ¢ EPYC 9004 1o cpasuenuto ¢ Xeon SPR. 1o orrormmenunto K 2P-cepBepy
¢ 56-auepubiMu Xeon 8480-+ cepsep ¢ EPYC 9654 6oicrpee B 1.55 pasa (a
siiep Gosbrie B 1.7 pasa), a ¢ EPYC 9684X cepsep 6bicrpee B 2.08 pasa.
Y 60-aneproit momenn Xeon 8490H coorBercTByIomee oTHomeHne pasHo 1.02.
Kpowme toro, mo ornomenuio K 2P-cepsepy ¢ 32-sgaepasiMu Xeon 8462Y+ cepsep
¢ takxke 32-snepubivu EPYC 9384X Obictpee B 1.77 paza. VI3 atux manHBIX
cJIe/lyeT TakyKe OTMETHUTH CyIIEeCTBEHHOE yBeJIMIeHNEe ITPOM3BOINTE/ILHOCTH 34,
cuer npumMerenusi 3D V-cache, uro coorBercrByeT pekoMenganusam [155].

B mannbx [179] moxker Gosee BazkuHo apyroe— AMD mokaszana cBepxJin-
HeliHoe MacIITabupoBaHKe IIPOU3BOAUTEILHOCTH st KyacTepa ¢ Infiniband
HDR wu3 cepsepos ¢ EPYC 9684X tpu qucie y3yoB j10 8. 9To He sIBJISIeTCsT
YJIMBUATEIBHBIM, TOCKOJIBKY TaKOe UMEJIO MeCTO elne ¢ mporeccopamu EPYC
apxuTekTypbl Zen 2 (Roma), B KOTOPBIX TaKKe UCIOJIb3YEeTCs UePAPXUS
MHUKDPOAPXUTEKTYPHI ¢ nmpuMerenneM CCX, u ObLIO MTOKA3aHO CBEPXJIMHEITHOE
macmrabuposanue B OpenFOAM [180,181]. Cynepckassipaoe Macmrabupo-
BaHUE TaM O0bsICHsieTCst boJiee 3D PEKTUBHBIM UCIIOIb30BAHUEM OOJIBITION
emKocTH Kama L3 B yssax kiacrepa. [Ipu aTom, cornacHo [180], Gomnee
BBICOKasI ITPOUBBOUTEIbHOCTD JOCTUTAETCS IIPU UCIIOJIB30BAHUN TOJIBKO
TOJIOBUHBI sijiep B 2P-y3iyax ¢ 64-smepabivu EPYC 7742, uro criocoberByer
BBICOKOITPOU3BOINTEILHON paboTe ¢ KamreMm L3.

3/1eCh TOJIE3HO TAKXKE OTMETHUTh, UTO CBEPXJIMHEIHOE YCKOPEHHE B KJIa-
cTepax JOCTUTAETCS U MPU YMHOXKEHUN Pa3PeXKEHHBIX MATPUI] HA BEKTOP
(SpMV) [182], a Takas omeparus akTHBHO npuMensercd B 3agadax CFD.

Xoporree macmrabuposanue B Tecre OpenFOAM MotorBike ¢ pazubivu
pa3MepaMu CeTKHU MPU JHC/Ie Y3JI0B /0 16 MOKa3aHO TaKKe B KJlacTepe
¢ Infiniband NDR u 32-saepasivu EPYC 9354 B 2P-ysiax [183].

B kauecTBe 4MCIOBBIX IOKazaTesell TPOU3BOAUTEILHOCTH 2P-cepBepos
¢ pasabiMu crapimmMmu Mogessimu EPYC 9004 i1 KOHKPETHOrO TecTa
OpenFOAM mupuseznem B tabmune 18 nannbie [171] aus tecra drivaerFastback
[IPU UCIIOJIb30BAHNU CETKH CPEJHETO PasMepa.

Shttps://openbenchmarking.org/test/pts/openfoam, accessed 30.11.2024.
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Tasnuna 18. Ipoussogurenbuocts B Tecre OpenFOAM

drivaerFastback
Mogenun YHucmo anep | Bpems pacuera, cex
EPYC 9684X 96 %2 84
EPYC 9654 962 106
EPYC 9754 1282 115
EPYC 9554 64x2 127
EPYC 7773X 64x2 165
Xeon 8490H 60x2 192

Haunbie quis ceppepos ¢ EPYC 9004 nosiydeHbl ¢ napamer-
pom POWER B 400 Br.

W3 maHubIX 3TON TAOJUIBI BUIHO CYIIECTBEHHOE OTIEPEXKEHUE CTAPIITAMEI
mogesssmu EPYC 9004 craprieit mogenu Zen 3, KOTopast B CBOIO O9epelb
CYIIIECTBEHHO OIMEPEXKAET MO MPOU3BOIUTEILHOCTH CTAPIIYI0 MOJIeh Xeon SPR.
Kpome Toro, BUJIHO TTOJIOKUTEILHOE BJIUSHUAE Ha TPOU3BOIUTEILHOCTD 3D
V-cache B EPYC 9684X. Jlannble, COMOCTABIISIONINE TPOU3BOINTEILHOCTD
OpenFOAM na EPYC 9004 u Xeon Max npuBoguTcs jajee B pasjene 4.

[Ipouspomuresnbrocts B npusioxkenusx CEFD. o oTHomenno K paccMaTpu-
BaeMbIM Jajiee MupoKo mpuMensieMbiM B Mupe CFD-npusoxkenuit or ANSY'S
pu UX UCHoJib3oBanus B cepepax ¢ EPYC 9004, B Tom 4ucye B Kjiacre-
pax, ecThb o0Ime npejyiozkenust or Supermicro [184]. Tam pekomeHnyercs
orkao9arTh SMT u npumenste NPS=4. Yro Kacaercs Hereecooopa3HOCTH
npumenerus SMT B pasHbIx mporeccopax jyis 3ajgad CFD, mpo sTo m3BectHO
JIOCTATOYHO JaBHO (cM., Hanpumep, [185]).

Hnst gwerbipex npuaoxkennit ANSYS—LS-DYNA, CFX, Mechanical u
Fluent— B [186] npejicraBiieHs! JaHHBIE 00 OTHOCUTENIBHON TPOU3BOIATETHHOCTH
2P-cepBepos ¢ 64-saepubivu EPYC 9554 wm ¢ 32-snepusivu EPYC 9374F
0 cpaBHeHuIo ¢ 2P-cepepoM Ha Oaze 32-saepuoro EPYC 75F3. dua LS-DYNA
YCKOPEHIEe COCTaBjsgeT cooTBeTcTBeHHO 10 1.8 mim 1.4 pa3, maas CFX— 1o 1.9
nin 1.6 pas, mas Mechanical — 10 1.9 wmm 1.5 pas, aua Fluent — 10 aByx wim
[IOJIyTOPa Pas.

st mpuioxkenuit LS-DYNA, CFX u Fluent B pa3ubix TecTax KOJMYECTBEH-
Hbl€e, a He OTHOCUTE/IbHBIE TOKA3ATE/H TPOU3BOIUTEIHHOCTH [IPE/ICTABIEHBI
B [187] st 2P-cepsepos ¢ 32-syiepabivu EPYC 9384X u 96-sinepaeivun EPYC
9684X. Boibop mogeseit, npumensiorux 3D V-cache, cBsasan ¢ dpakTamu
IIOBBIIIEHNUS TPOU3BOANTEHLHOCTH IIPU €ro ucnojab3osannu. [Ipumenenne
B TecTe 32- u 96-s11epHBIX MOJIeJIell TI03BOJIsIeT OIEHUTh [TPOU3BOIUTEILHOCTD
JIJIsT TIPOTIECCOPOB KAaK CTAapIIero, Tak M CPeJHEro KJiacca.

st onenok npousBogureabuoct B [187| ucnonb3osaics mmpokuii nabop
Tecros: 3-Cars, Neon, ODB 10m mus LS-DYNA; LeMans car, Automotive
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Pump u Airfoil 10m, 50m u 100m (uucsa yKasbIBAIOT, CKOJIBKO MUJLIHOHOB
sueek npumensiercs) mius CFX; 15 pasubix tecros mis Fluent.

B [187] uposeseHo comocrasienue MPOU3BOIUTENLHOCTH ITUX MOJIEIIed
¢ mogesamu Xeon Max 9462 (32 saupa) u craprueii 56-suepHoii Mogesnnio Max
9480, conepxkamumu 64 I'B BricokopocTroit mamsatu HBM wa mporieccop.
Tlouru 1t Bcex MCIOJIB30BABIMUXCS TECTOB 9TON eMKOCTHU it 2P-cepBepoB
ObL10 focTarouno. Vckmouenusmu apisiuck AirFoil 100 g CFX u 3 Tecta
miig Fluent. Poct npousBomuTensnoctu mpo mepexosie Ha pabory tosbko ¢ HBM
n3 pexknMa Kammposanns HBM-namarsio 8 Xeon me npesbiman 5%. B pexnme
K3IIUPOBAHUS CPEJIHEe KOMIIO3UTHOE YCKOpeHue mnpousBouresbuoctu EPYC
OTHOCHUTEJIHHO X€ON JJIs ITUX TPEX IPUIOKEHUI JJIsi 32-sI€PHBIX IIPOIIECCOPOB
MeHsitochk oT 1.3 1o 1.7, jia craprmux Mmojesteit —or 1.8 0 2.3 pas.

Nmeercst muoro npeacrapieHHbix AMD gaHHbIX 00 yCKOPEHUH TTPOU3BO/IH-
TesibHOCTH B 2P-cepBepax ¢ EPYC 9004X oraocurenbno Xeon SPR. Jlis
32-anepunix EPYC 9384X ornocuresnpno Xeon 8462Y+ : 8 CFX ¢ Airfoil
10m— 10 2 pas, B Fluent ¢ Pump 2m— 10 1.8 pa3, 8 LS-DYNA ¢ 3-cars—
zo 1.9 pas [165]. Yckopenus B 2P-cepsepax ¢ EPYC 9684X 10 cpaBaenuio
¢ 2P-cepsepamu ¢ Xeon 8480+ (Ton-mozenn), a Takxke B 2P-cepsepax ¢ 32-
snepubivu mporieccopamu EPYC 9384X mo cpasuennio ¢ Xeon 8462Y+ st
LS-DYNA upescrasiens B [188].

I CFX anajiormdHbie cpaBHUTEIbHBIE HaHHbIe 11 2P-cepBepos ¢ EPYC
9684X u 9654 orHocuTenbuo 64-simepubix EPYC 7773X, 56-sanepubix Xeon
8480+ u 60-auepubix Xeon 8490H (Ton-mozenn) a Takzke it 32-IePHBIX
EPYC 9374F ornocuresnsro Xeon 8462Y+ npusezennt B [189]. g npusoxe-
uusg Fluent B [190] npusenensl aHaJIOrudHble JaHHBIE JJId OTHOCUTEILHON
npousBoauTebHOCTH 2P-cepBepoB ¢ 96-s1epubiMu iporieccopamu EPYC
9684X, 9654, 32-suepusimu EPYC 9384X, 9374F, EPYC 7773X u ¢ Xeon
8480+-, 8490H, 8462Y+. Tam Takrke MPOIEMOHCTPUPOBAHO CBEPXJIMHEIHOE
MacmTabnpoBaHue TTPON3BOIUTEILHOCTH B psijie TecToB Fluent B Kmacrepe
¢ Infiniband HDR u 2P-cepepamu ¢ EPYC 9684X npu uwnciie y3iioB jio 8.

Kpome paccmarpuBaBImxcst BhIIIE MTUPOKO PACIPOCTPAHEHHBIX B MUPE IIPH-
aoxennit ANSY'S, Hesib3st Takke He YIOMSIHYTD JIAHHBIE O TPOU3BOUTEIbHOCTH
pasubix mporeccopoB EPYC 9004 B 3HaMeHNTOM TPOrpaMMHOM KOMILIEKCE
Hanumonasnbhoit naboparopuu Jloypenca B Jlusepmope (CIITA), LULESH?,
KOTODBIil HAIIPABJICH HA 9K3aMACIITAONPOBAHUE. XOTS 9TO MPUIOKEHUE Y3KO
OPUEHTHPOBAHO HA PEIIEHNE OIIPEIEIeHHOM 3a/1a9i B3PBIBA, TaAM UCIIOJIb3YIOTCS
9HUCJIEHHBIE AJITOPUTMBI, JOCTATOYHO TUIIMYHBIE U JJIsi APYTUX HAYIHBIX
mpunoxkennit st CFD. B LULESH nmist pemenunst ypaBHeHUi MHIPOINHAMUAKA
Jenaercs pasbuenne Bcel MPOCTPAHCTBEHHON 00/1acTH.

CooTBeTcTByIonme pesyabTarnl g 1P- u 2P-cepsepos ¢ EPYC 900417,

®https://asc.11nl.gov/codes/proxy-apps/lulesh, accessed 13.12.2024.
" https://openbenchmarking.org/test/pts/lulesh, accessed 13.12.2024.
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Takke U [147], 10Ka3bIBAIOT IJI0X0e MACIITAGUPOBAHUE IIPOM3BOIUTEILHOCTI
[IPU [I€PEXOJe OT OJHON MOJIEH MPOIECCopa Ha JAPYIYIO ¢ OOJIBITUM YHUCIOM
snep, Hanpumep, or EPYC 9554 k EPYC 9654, aro Tpebyer st Havdaa
paccMOTpeHUsT MACIITAOMPOBAHUS C PA3HBIM YHUCJIOM HHUTEH Ha IIPOIECccop.
Euncreennoe, mmeromuecs: TaM JaHHBIE TOKA3bIBAIOT 00OJiee BBICOKYIO
MIPOM3BOIUTEILHOCTD CEPBEPOB C ITUMHU IIporieccopamu 1o cpaBuenuio ¢ EPYC
Zen 3 u ¢ Xeon ICL, Xeon SPR, Xeon Max u Xeon EMR.

WHurepeceH elne oyt npuMep o npousBoaureabHoct B obaactu CEFD st
nputoxkerans MFC, nmpeanasznateHHOr0 771 pelrenns mpodIeM CKIMAEMOTO
MHOT0O(Pa3HOrO II0TOKA — TO €CTh HE OTHOCSIIIErOCsl K TAKMM IMHPOKO HCIIOJIb3ye-
MBIM [IPUJIOXKEHUAM, KaK PaccMOTpeHHble Boiiie npuioxkenus ANSYS. B [191]
npejictaBjenbl Janabie o jocruraemoii B MFC npoussomgurensaoctu ¢ GPU
Nvidia GH200, H100, A100 u V100, a tak:ke AMD MI250X,— B ToMm uucie
10 OTHOIIEHWIO K TPOM3BOIUTEILHOCTH 1P-CepBEPOB C PA3HBIMHU IIPOIECCOPAMMT,
Brutovas 1 EPYC 9654, Xeon Max 9468 u Nvidia Grace (ARM Neoverse
v2). Cpenu nporieccopoB caMbiM GbicTpbiM okazasica EPYC 9654, koropbiii
orcrasaj or GPU B 1.5-5.3 pa3za.

B zakirrouenune B jaHHOM IIOpa3/ielie IPUBEIEM JAHHBIE O IPOU3BO/IN-
teabaocTH npuiokerans WRF, npennasaadennoro kak jjist arMochepHbIX
UCCJIEJIOBAHUI, TaK U JJIsI ONIEPATHUBHOIO MPOTHO3UPOBAHUS TTOTOJIbI.

WRF oTHOCHTCS K 9HCTy CBSI3aHHBIX HAMSTBIO NTpuIoxKenuii. Bee mpu-
BOJWMMEIE jIajlee JaHHBIe TecToB mponssoanTeabrocTn WRE® orrOCaTCS
K IpuMeHeHnto Habopa JaHHbix Conus 2.5km oxHoll u3 Jaboparopuil Harmo-
HaJBHOTO TieHTpa arMocdepubix nccaenosanuiit CIIIA. Onu, B yactHOCTH,
ucnonbsytorea B WRF-tecre'® uz PTS, riue npumensercs WRE 4.2.2. Takue
TECTBI TPOBO/IAJINCH, HATIPUMED, KaK 9acTh PTS-Tectos B [147,171].

ITo nanubim AMD [192], B 2P-cepBepax npoussoguresabuocrs EPYC
9684X u EPYC 9654 1o cpasuenuio ¢ EPYC 7773X Boimre 60j1ee, 4eM B JIBa
pa3a, a o ornomennio Kk Xeon 8480+ —8 1.7-1.8 paz. IIpu srom EPYC 9684X
¢ 3D V-cache umeer HAUBBICHIYIO IPOU3BOUTETIHLHOCTD.

Yucosele nokazareau B Tabiune 19 momydeHsl B [147] ¢ HCIOIb30BAHIEM
nerepmuan3ma Power st EPYC 9004. Ouu 1eMOHCTPUPYIOT BBICOKHIT pOCT
[IPOU3BOIUTEILHOCTH y2Ke Ipu Tepexone oT 64-saepubix mporeccopoB EPYC
7773X k EPYC 9554. B [171] nokazana GoJiee BbICOKasl IPOU3BOIUTEb-
noctb 2P-cepsepa ¢ EPYC 9684X (Ho Takxke B pexkuMe ¢ 60jiee BICOKAM
sHepronorpedaeHneM ), KOTopsiil onepeana u Xeon 8490H.

Bhttps://www2.mmm.ucar.edu/wrf/users/benchmark/v44/v4.4_bench_conus2.5km.
tar.gz, accessed 4.12.2024.
https://openbenchmarking.org/test/pts/wrf, accessed 4.12.2024.
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Tasauua 19. Hannsie recra WRF 4.2.2 (¢ conus 2.5km) aist
cepsepos ¢ EPYC 9004

EPYC 9654 EPYC 9554 | EPYC 7773X
1P 2P 1P 2P 1P 2P
Bpewmsa pacuera, cex | 7370 | 3940 | 8228.5 | 4503 | 15436 | 7411

Hanusie o npoussoguressuoctuy WRE 4.2.2 B 1P- u 2P-cepBepax ¢ 32-
snepabiMu tporieccopamu EPYC 9374F B aTom ke Tecte, B TOM YuCE
B CPaBHEHUU C TPOU3BOUTEILHOCTBIO cepBepoB ¢ 32-syiepubivu EPYC Zen 3 u
Xeon ICL, umerorcs B [193].

ITo panubiM [192], npoussoauresnbHOCTh Kiacrepa ¢ Infiniband HDR u
2P-cepeepamu Ha Oaze EPYC 9684X u EPYC 9654 10 BocbME y3JI0B pacTer
nourn JmaeiHo (¢ EPYC 9684X uyTth Geictpee, ¢ EPYC 9654 uyTh memsennee).
B [183] mpoussogurensaocts WRF 4.5 8 Infiniband NDR-kmacrepe ¢ 2P-
cepBepamu, ucrosbdyonmMu 32-sepasie EPYC 9354, nokazasia npakTudeckn
JINHERHYIO MAaCIITaOMPYEeMOCTDb IIPU YHCJIEe Y3JIOB B Kjaacrepe 70 16.

2.4.8. [lpon3BoanTeNnbHOCTb B 3a4a49aX BbIYUCAUTENBHON XUMUN

B sTom paznesne paccmoTpensl 06/1aCTH, KOTOPBIE MOXKHO OTHECTH KO
BCEM pa3zesaM XUMUHU, BKIIIOYasi OMOXUMUIO U HAYKy O MaTepuajax. 31ech
paccMaTpUBAIOTCS JIAHHBIE O MPOU3BOJIUTEILHOCTI B 33/Ia9aX MOJIEKYJISIPHOM
JUHAMUKW, KBAHTOBOM XUMHUU U MOJIEKYJISAPHOTro JoknHTa. Ho mockoabky
BBIYUC/IATEIbHAS XUMUSA aKTUBHO UCIOIL3YETC U JIJIS 3329 KOHCTPYUPOBAHUS
JIEKAPCTB, B KOHIIE 9TOT0 pas/esia J100aB/IeHa ele NH(MOPMAINS O CTABIIIX
AKTYaJLHBIMU JJIsT MEJIUIIMHBL 33/1a9aX TeHOMUKH, B KOTOPBIX ITPUMEHSIOTCS
00paboTKa OOJIBIINX JAHHBIX W, BO3MOYKHO, BEKTOPHBIE OIIEPAIUU.

MosnekynsipHast JuHaAMUKA. 3a/1a90 MOJIEKYJISIPHON JTUHAMUKU CTAJIN
OJTHO} M3 CAMBbIX IVIABHBIX 0OJIACTEH, /1T KOTOPOii pa3paboTInKaMuU IIPOIIECCOPOB
u GPU nemoncTpupyiorcs gamuble o nponssoauTeabHocTr. OqHa 13 BaXKHEATIX
IIPUYXH 9TOrO — BBICOKHIT JOCTUTAEMbIl YPOBEeHBb pacuapaJiieanBanus. Ho
C TOYKY 3PEHUsI IPUMEHSIEMbIX Pab0dnux HAIPY30K B ITOi 00JIACTH MMEIOTCS U
Kap/IMHAJIbHBIE PA3JIMYUs B 3aBUCUMOCTU OT UCIIOJIB30BAHUS KJIACCHIECKON MJIN
KBAHTOBOI MOJIEKYJISIDHON JIMHAMUKHY, 8 B [MOCJIEIHEN — ellle U B 3aBUCUMOCTH OT
npuMengeMoro 6azuca (IIOCKUX BOJIH UJIM, Y9TO PEXKe, rayCCOBCKUX (DYyHKIMIA).
Yaire BCEro TecTbl IPON3BOUTETBHOCTY BBITIOJHAOTCS JIJIsT KJIACCUIECKOH
MOJIEKYJISIPHOM JIMHAMUKHI, KOTOpasi U Oyer jajee obcyxkaarbes. JlanHbie
JIJIA KBaHTOBOMI IVIOJIeKyJ'IHpHOI.;I JANHaAMUKU PaCCMOTPEHbI B KOHIIE /TaHHOI'O
Io/ipa3esia ¢ SBHBIM yKa3aHUEM Ha KBAHTOBBII yPOBEHBb PACUIETOB.
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AMD pisa cBoux nporneccopoB EPYC 9004 npusoaut crienuasibHble 0630pbI
abdeKTUBHOCTH JIsT 38149 MOJIEKYJIsIpHOl muHaMukn. B [194]| memoncTpu-
pyeTrcst yCKOpEeHHe B M3BECTHOM BBICOKUM YPOBHEM DPACIAPAJIICTMBAHUS
nporpammaoM KoMmiuiekce GROMACS Ha BBIYUCIUTETIHLHOM 9K3EMILISIPEe
Amazon AWS EC2 hpc7a.96xlarge ¢ EPYC 9004 1o cpasuenuto ¢ EPYC 7003
B hpc6a.48xlarge u xopormii ypoBeHb MACIITAONPOBAHUS TPOM3BOIUTEIHHOCTH
[pU UCIOJIb30BaHUY JI0 16 9K3eMILISIpOB BUPTYaJbHbIX Mamui. B [195] AMD
nokazaja yckopenue na 2P-cepsepe co 128-saepubim EPYC 9754 (Bergamo)
10 CPABHEHMIO C aHAJOTMYIHBIM CepBEpOM Ha Oa3e H6-saepHoro Xeon 8480+
GoJiee UeM B JIBa pa3a Ha 33Ja4aX KJIACCHYECKOH MOJIEKYJIAPHON muHaMuku (B
nporpamMabix koMiiekcax GROMACS u NAMD), 9To Jiuiib HEMHOTO HUKE,
9eM yBeJUUIeHne Iuciia sjep. st KBaHTOBONW MOJIEKYJISIPHON JIMHAMUKI
(¢ meromom DFT B 6asuce mutockux BosH) B Quantum Espresso yckopenne
cocraBuyio 1.4 pasa. Moxkuo ormerutb, uro AMD npoaeMoHCTpUpoBaJia 3T0
[IPU MCIIOJIb30BAaHUU Bergamo ¢ yMeHbIeHHO eMKOCThIO Karma L3 Ha sipo,
XOTsI U TIPEeJIJIaraeT TaKue MPOIECCOPhI B MEPBYIO OYepe b JJisd OOJIadHbIX
TEeXHOJIOTUN.

B [121] AMD npupesia naHHBIE O IIPOU3BOUTENBHOCTH 2P-cepBepa
¢ EPYC 9654 B kytaccudecKkoil MOJIEKYJIIPHON JUHAMUKE IO TTPOTPAMMe
GROMACS st pacdera mMoJieKyJisipHoiil cucremMbl (¢ 1536 ThicsiaaMu aToMOB)
73 MOJIEKYJT BOJBI, TIOKA3BIBAs 3aBUCHMOCTD OT BKJIIOUEHUs TypOo-gacToT, SMT,
npuMeHeHusi pasubix NPS u pazuoro uncia siaep B CCX, 00pa3yommx TamMm
o6mumit ko L3 (cM. pucynok 7). Dru JaHHbIE IPECTABICHbI Ha pucyHKe 17.

Ha ocu opannaT 37ech TPUBOAUTCS TOCTUTAEMAsT TPOU3BOIUTETLHOCTD —
KOJINYECTBO PACCYMTAHHBIX HAHOCEKYH]I (HC) BO BPEMEHHOI TPaeKTOpUU
3a JeHb. Ha ropu3oHTaIbHON OCH IS KarKI0TO 3HadeHus: NPS u KaxK10-
ro 4mciia ucnosb3yembix CCD (8 miau 12) ykasbiBaeTcs elne pasHoe YUcjio
zagieficrBoBanubix B CCX szep (or 1 70 8). DT JaHHbIE TOKA3BIBAIOT, 9TO
MaKCHMAJIbHOI TPOU3BOIUTEIHHOCTH MOXKHO JOOUTHCS B TypOO-peKuME ¢ OT-
KJIFOUEeHHBIM pexkuMoM SMT. 31ech MOKa3aHO, 9TO WCIOJIH30BaTh 00JIee TOHKUE
NUMA-nacrpoiiku (6oJiee BbicoKue yposuu NPS) He Hy2KHO. 3aBUCUMOCTD OT
YUCJIA UCIIOJIB30BABIINXCS SIJIEP MMO3BOJISIET MTOJIB30BATEI0 ONPEIeUTh OoJiee
ONTUMAJIBHBIA 10 UX YHCJILY IIPOIECCOP.

B [183] mony4enst gaunbie o macmrabupyemocru GROMACS B 16-y31080M
knacrepe ¢ Infiniband NDR 200 u 2P-cepBepamu ¢ 32-snepabivu EPYC
9354 ¢ pasHbLIMU UCXOJHBIMY JAHHBIMU (DU UCIOJIH30BAHUMA 5 PA3HBIX
MOJIEKYIISIPHBIX cucTeM). COOTBETCTBYIOIIME PE3YIIbTaThl [IPEICTABIEHBI
Ha pucyHKe 18, KOTOPBIl TOKa3bIBAET XOPOIIee MACIITabMPOBAaHE BO BCEX
ciayyasax. Ha ocu opauHAT 3/1€Ch OTJIOXKEHA ITPOU3BOAUTE/IBHOCTD, KaK 1
Ha pucynke 17.



GROMACS Single Node Characterization - WATER_1536

m CCO=8 b OFF - CCD=8 boost ON CCOD=12 boost OFF - CCD=12 boost ON SMT ON

Pucynok 17. IIpoussogurensaocts GROMACS B 2P-cepsepe ¢ EPYC 9654: 3aBucMMOCTb OT apaMeTpoB
cepsepa (pucyHok u3 [121])

IWHALOUD XITHAUALAIOUKIGS ILOOHIUALUTOIGENOdIT U VARIMALUXIVOIMUN
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GROMACS DATASETS PARALLEL SCALING W/ AMD EPYC 9354
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Pucynoxk 18. Macmrrabuposanne npoussomurensaocts GROMACS B kinacrepe ¢ EPYC 9354 (pucynok
u3 [183])
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Jlocturaemoe yCKOpeHHe [PH PacHapasIeIBAHAN 3aBHCAT, B TaCTHOCTH,
OT pasMepa CHCTEMBI, 9TO Y€TKO BHJIHO IIPH CPABHEHUH DACTIAPAJIICTHBAHUST
B TecTax KOMIUIEKCOB Mouiekys1 Bopl: Water GMX50 1536 (1536k aromos) u
Water  GMX50_ 3072 (3072k aTomoB): mocieHuil, cojiepKaimuii cBbie 3
MUJLTMOHOB aTOMOB, PACIAPAJIIEUBACTCS 3AMETHO JIydIIle.

IIpoussoguresibHocTh 1P- u 2P-cepBeposB ¢ EPYC 9684X, 9654 u 9554
B GROMACS ¢ TakuMu KOMILJIEKCAMI MOJIEKYJT BOJBI IIpejicTaBieHa B PTS-
recrax?®. Vmeromuecst Tam naxable juisi TectoB Water  GMX50  bare
B GROMACS 2024 nemoHCTpUPYIOT 60JIee BHICOKYIO TTPOU3BOJIUTETHHOCTE
crapmux mozeneir EPYC 9004 mo cpasuenuio ¢ Xeon SPR, Xeon Max u Xeon
EMR.

3/1eCh IPECTABIISAETCS AKTYaJ IbHBIM IIPUBECTU JTAHHBIE O 3aBUCHMOCTH
mpousojuresnbHocT EPYC 9654 B MOJIEKy/ISIPHON JIMHAMUKE OT YHCJIa 3a/eii-
CTBOBAHHBIX [APAJLIEJIbHBIX IPOIECCOB B 2P-cepBepe, KOTopbie B [88] uMerorcs
Juisg mporpammuoro kommiaekca AMBER, jyist pacaera B Tecrax Cellulose NVE
C IBHBIM YY€TOM PACTBOPUTEJIs (TaM MOJIEKYJISPHAs CUCTEMA COIEPIKUT
okoJto 400 Teicsia aromos) u Nucleosome GB ¢ HestBHBIM pacTBOpHTEIEM (TaM
okoJ10 25 Thicsad aToMoB). CooTBeTcTBYyONME NaHHbIE U3 [88] mpeacraBiieHbl
B Tabsmie 20.

Tasmmua 20. PacnapasutenmBanne B8 AMBER na 2P-cepBepe

¢ EPYC 9654
IIpomssonuTespHOCTD (HC/IEHD)
‘Tueso mapanemLpix mporeccos Cellulose NVE | Nucleosome GB
16 3.31 0.46
32 6.10 0.93
64 10.01 1.85
96 11.99 2.55
128 12.26 3.26
160 11.49 3.75
192 10.58 4.00

Onu IOKA3BIBAIOT, YTO B 000X TECTaX XOPOIlee MaCIITADUPOBAHNE [TPOH3-
BOJUTETHLHOCTH MPEKPAIAJIOCH TP UCIOJIB30BAHUH CBBITIE 64 mapaJuteTbHBIX
IIPOIIECCOB, HA OCHOBAHWUU Y€r0 PEKOMEH/IOBAJIOCH BLIOMPATH COOTBETCTBYIOIIEE
qucso sjep. Kpome Toro, JaHHble 3TOM TaOJIUIBI TTOKA3BIBAIOT, UTO JOCTUATAEC-
MblIif yPOBEHb pacliapaJljle/IuBaHusd 3/1eCh 3aBUCUT He TOJILKO OT pa3Mepa
MOJIEKYJIAPHOU CUCTEMBI.

2Onttps://openbenchmarking.org/test/pts/gromacs, accessed 10.12.2024.
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B oruere 88| npuBesensl TakKe JaHHbBIE, IIOKA3bIBAIONIUE 5OJIEE BBHICOKYIO
IPOU3BOUTEIHLHOCTH porpammuoro komiyiekca AMBER, na atom cepsepe
1o cpasHenuio ¢ 2P-cepsepom ¢ 64-saepubivu EPYC 7773X u ¢ 2P-cepBepoMm
¢ 24-snepubivu Xeon ICL mpH OJMHAKOBOM YHCJIE MAPAIETbHBIX MPOIECCOB.
Opmrako Xeon ICL B Tecte Nucleosome GB mpu uwmcite mporeccos 10 32 6bLI
6nicTpee oboux cepsepos ¢ EPYC.

Hanubie 0 mpou3BoauTeIbHOCTU 1P- M 2P-cepBepoB ¢ 96-sg/1epHBIMEU
EPYC 9654 u 9684X B npyrom m3sectHoM mpuioxkernn, LAMMPS, nmerorcs
B PTS-tecrax?'. Jlanmnie o MacmrabupyemocTs npoussouTeabroctn LAMMPS
B 16-y3s10B0M Kijactepe ¢ Infiniband NDR 200 u 2P-cepBepamu ¢ 32-sijiepHbIMEI
EPYC 9354 ¢ pasHbIMU UCXOTHBIMA JAHHBIMA MOy IeHb B [183].

[Tocemaum B 06CYK/IeHUN JAHHBIX O IPOM3BOAUTEIBLHOCTH B KJIACCUIECKON
MOJIEKYJISIDHOM JTUHAMUKE PACCMOTPUM MHQMOPMAIINIO JJIA TPUJIOXKEHUST
NAMD. U3 pesynsraros PTS-tectos NAMD?? aBropoM 0TOOpaHbI JaHHLIC
st STMV, KoTopble OTHOCATCsT K MOJIEKYJISIDHON CHCTEME, COepKaIeit
CBBIIIIe MIJJIHOHA ATOMOB. DTH PE3yJIbTAThI IPEJCTABIeHbl B Tabure 21, rie
yKa3aHa CpeHsisi CPEJIM MPOBOIUBIINXCS PACIETOB TPOU3BOIUTEIHHOCTD.
VuuThiBasi UMEOIINECS] B 9TUX PE3yJIbTaTaX OTKJIOHEHUsI OT CPEJIHEr0 3HAUEHMUS,
[IPUBE/IEHHBIE BEJIMYUHBI IPOU3BOIUTEIHHOCTH ObLIN OKPYIJIEHBI.

Tasiuya 21. IIpoussoaurenbrocTsb cepepos ¢ EPYC 9004
B NAMD 3.0b6 B Tecte STMV

Moyess Yucno Yacrora, ena CpenHsisi IPOU3BOUTENBHOCTD, HC/ JeHb

B261(5)0) I'T'rg 1P 2P
EPYC 9124 16 3-3.7 $1083 1.6
EPYC 9184X 16 3.55-4.2 $4928 1.8
EPYC 9224 24 2.5-3.7 $1825 2.2
EPYC 9374F 32 3.85-4.3 $4850 3.3
EPYC 9534 64 2.45-3.7 $8803 3.9
EPYC 9634 84 2.25-3.7 | $10304 5.0
EPYC 9654 96 2.4-3.7 | $11805 5.6
EPYC 9684X 96 2.55-3.7 | $14756 3.3 6.4
EPYC 9734 112 2.2-3 $9600 5.6
EPYC 9754 128 2.25-3.1 | $11900 3.0 6.0

Iensr —u3 [49] na 11.02.2025

W3 pmanHbBIX TaOIMIBI MOXKHO CKAa3aTh, YTO JOCTHUIAEMAas IIPOU3BOIU-
TEJILHOCTb PACTET € YUCJIOM sifiep (XOTsl B KOHKDPETHOWH MOJEJN KpUBast
3aBHCHUMOCTH IIPOM3BOANUTEIBHOCTH OT 4HCJIA UCIIOIb3YEMBIX dAlep IIPH €Tro
YBEJIMYIEHNN MOYKET 3arubarhes). YBeJndeHne eMKocTn Kama L3 3a cuer
npumenenus 3D V-cache BrI3bIBaeT IIOBBIIIEHNE IPOU3BOAUTEILHOCTH, U STOT
adpdexT nepesemuBaeT 3ddekT pocta yucaa saaep csbiae 96. Ilonsarrno, uro
Jiydmie ObLI0 ObI CMOTPETH Ha 3aBHCHUMOCTHU IPOU3BOIUTEILHOCTH OT YUCTIA

2lnttps://openbenchmarking.org/test/pts/lammps, accessed 11.12.2024.
2?nttps://openbenchmarking.org/test/pts/namd, accessed 4.12.2024.
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3a/1efiCTBOBAHHBIX B PACUeTe sjIep JJIA KayK0H KOHKPETHON MOJIEJIH, TOCKOJILKY
9TO MOIJIO ObI IPOJAEMOHCTPUPOBATH U MOHUKEHHE TTPOU3BOIUTEILHOCTH TIPU
POCTe WX YUCJIa BBIIIE ONPEIEJECHHOrO MOPOra— KaK 3TO ObLIO, HAIIPUMED, IPA
64 sapax B AMBER.

W3 s1ux maHHBIX HEJIB3d JIe1aTh OJHO3HAYHBIX BBIBOIOB. Hampumep,
npumensaTs Bergamo EPYC 9734 smecto Genoa EPYC 9654 narke nckimodn-
TeJbHO st pacderoB 1o NAMD He mMeer cMBIC/Ia XOTsI ObI IIOTOMY, UTO
pPe3yJIbTaThl MOT'YT 3aBHCETH OT PACCUNTHIBAEMOIl CUCTEMbI, & OTKJIOHEHUS
B Pa3HBIX pacdeTax OT cpeaHeil mpousBoaureabHoctu B 2P-cepsepe ¢ EPYC
9654 cocTaBiIsiii AHOMAJIBHO BBICOKYIO BEJIMYHHY 10 CPABHEHMIO C JAPYTUMA
MozesamMu: 0KoJio 0.4 He/1eHb.

Kpome Toro, mocTynssl pasinyHble JaHHbIE 00 OTHOCUTEIHHON ITPOU3BO-
murenbHocTr B Tectax NAMD B conocrasienun pasubix moaeneir EPYC
9004 ¢ Xeon SPR, Xeon EMR u Xeon Max (cM., Halpumep, JaHHbIE OT
AMD [160,195,196]), nokassiBaroiiue npeuMyInecTsa 3tux mojeseii EPYC
B [IPOM3BOJUTEIBHOCTH OTHOCUTEIHFHO YKA3aHHBIX CEPHil IPOIEeCCOPOB Xeon.

Nudopmarust o nmpousBouTesbHOCTH pasHbix Mojeneit EPYC 9004
B KBaHTOBOI MOJIEKYJISIDHOI JAuHAMUKe gocrynHa jist npuioxkennii CP2K u
Quantum Espresso. IMetorcst jjaHHbIe O IPOU3BOIUTEIBHOCTHU JIJIsI CEPBEPOB
¢ EPYC 9004 B pasmrunnix Tecrax CP2K? ¢ menombzosanmem DFT B 6azuce
IJIOCKUX BOJIH (B TOM YHCJIe B BapUAHTE C JIMHEHHBIM MacIITaOUPOBAHIEM )
B KBAHTOBOXUMWYECKON YACTH.

Hanuble 06 OTHOCHTEJILHOMN IIpou3BoauTesbHOCTH Quantum Espresso
B 2P-cepBepe ¢ EPYC 9754 u EPYC 9654 no cpaBueHuio ¢ 2P-cepBepoM
¢ Xeon SPR 8480+ dupma AMD upusena B [195,196].

KBanToBass xumus. Teriepb MOXKHO mepeiiTu COOCTBEHHO K ITPOM3BOJIM-
TeJILHOCTH B 33Ja4aX KBaHTOBOI xuMun. B [88] ucciemoBana nponssoguresin-
HOCTb B pacderax 1o npujoxenuto VASP meromom DFT B 6asuce njockux
BOJIH C IPUMEHEHNEM PA3HBIX IICEBIOMOTEHIINAIOB U 0OMEHHO-KOPPEISITMOHHBIX
BYHKITMOHAJIOB /1T MOJIEKYJIAPHONW CUCTEMBI U3 THICSYIN aTOMOB. Pacderst
mpoBeieHbl Ha, 2P-cepBepax ¢ ucrosib3oBanneM 96-saepabix EPYC 9654,
64-sanepubix EPYC 7773X (Milan) u 24-saepusix Xeon ICL. s co3panus
JIBOMYTHOTO KOJia IIpuMenscs kommuaaTop Intel u 6udbnorexka MKL, 6e3
noep:kkn AVX-512.

[Ipu cpaBHEeHUU ¢ OJMHAKOBBIM YHCJIOM MAPAJIIEIbHBIX IPOIIECCOB B PA3HBIX
cepBepax W OIHOM IIPOIECCe Ha SO, MPU UCIOJIH30BAHUU 110 32 siiep
(ma aBa nporeccopa) Xeon ICL okaszasica GbicTpee (o omnepexkas Milan
U IIpU paclapaJuleIMBaHuy ¢ IpuMeHeHneM Beex 48 siep). EPYC 9654,
ecrecTBeHHO, onepezkas Milan npu omuHakoBoM Ynciie 3a1efiCTBOBAHHBIX
B paclapaJuleJINBaHun siep.

23nttps://openbenchmarking.org/test/pts/cp2k, accessed 12.12.2024.
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Ho Taxue pacuersr TpeOYyIOT OOJIBITION TPOITYCKHON CIIOCOOHOCTH TTAMSITH,
nanpumep, n3-3a npuMmenerus bBII®. Bpems pacuera ¢ EPYC 9654 obsrano
YMEHbIIIAJIOCh [IPU UCIOJIB30BAHUE TOJIBKO /10 64 apasulesbHBIX IIPOLECCOB (B
OJIHOM M3 pacueToB— 10 128), u Torga on omepexas Xeon ICL.

B [88] ncciieioBana TakKe MIPOM3BOJUTEILHOCTD B 9THX CEPBEPaxX JPYyroro
IIAPOKO HCIOJIB3yEeMOr0 KBAHTOBOXUMUYIECKOTO KOMILIEKca mporpamm Gaussian
16. Tam pacuer IPOBOAWIICA IJIsi OPIAHUYECKONH MOJIEKY/Ibl BagunoMuimaa (168
aTOMOB) C IIPUMEHEHnEM MaccoBO IpuMensieMoro merona DEFT (o test0397,
omHoOMy M3 npuiaraeMbix K Gaussian) B rayccosckoMm Gasuce 3-21G. Ha 48
napaJiIeJIbHBIX TIporieccax BpeMst pacdera Ha cepsepe ¢ EPYC 9654 cocrasmio
45 cekyn, uto B 1.2 pasa 6picrpee, uem ¢ EPYC 7773X, u B 1.6 pasa ObicTpee,
geMm ¢ Xeon ICL. Ho ciemyer cka3arh, 9TO Takue pacdersl SBHO He TPEOYIOT
OpUMEeHEeHNs COBPEMEHHDBIX MOIITHBIX IIPOIECCOPOB.

IIpu ucrmosib30BaHWM B TAKOM pacdere 00jee TOUYHOTO U Oojiee pac-
[IPOCTPAHEHHOrO B HacTosIee BpeMs Gasuca 6-31G (d,p) Bpemsa pacyera
¢ nmpuMeHeHueM 48 mapaJiieIbHBIX HUTEH BO3pocyao g0 164.5 cekyH, u
YMEHBIIIAETCs ¢ YBEJINIEHNEeM YNCJIa UCHOIb3yeMbIX HUTel 1o 89 cexynn na 192
HUTHX.

[IpousBomurepaocTs Gaussian B MOCJIETHEM TECTe PIINIHO MACIITAON-
poBaJiach Ipu dmcjie HuTeir 10 96.YuuThiBasi He caMble BBICOKHE ITOKA3aTe TN
JOCTUTAEMOI0 PaCHapAJIJIEIUBAHUS B 9TOM IIPOTPAMMHOM KOMILJIEKCE U
BBIYUCJIUTEIbHYI0 HHTEHCUBHOCTh KBAHTOBOXUMUYIECKUX PACUETOB, MOYXKHO
MIPE/IIOJIOKUTD, 9YTO TAKHE PACIETHI B TPAIUIIMOHHOM I'ayCCOBCKOM Dasuce 6osee
KPYIHBIX MOJIEKYJIAPHBIX CHCTEM M/HIK 00JIee TOUHBIME METOJAMU B CEPBEPAX
¢ muorosaepabiMu EPYC 9004 6yayT a¢dbdekTuBHBIMEA, ITO COOTBETCTBYET
BbIBOAY B [88]. O1HAKO 9TO XOTENIOCH GBI OGOCHOBATH COOTBETCTBYIOIIIMU
KOHKPETHBIMUA PACIETAMH.

Hpyrue manable o Bpemenax Boraucienusi Ha EPYC 9654 B pacuere
metozomM TDDFT ¢ ucnonib3oBanneM 9uCIeHHOTO 0a3nca, MeHTPUPOBAHHOTO
HA sIZIPaxX aTOMOB (3TO BLIUUCIUTEILHO GoJiee cIoxkHbIe pacdersl, yeM DFT
B 6asuce WIOCKUX BOJIH), C IpUMeHeHHeM porpammuoro komiiekca FHI-AIMS
JIJIsI pacdeTa 3JeKTPOIPOBOIHOCTU TEIJIOTO IIJIOTHOIO BOJOPOJIA UMEIOTCS
B [197].

st Berpoennoro Tecra npuioxkenuss CP2K (H20-DFT-LS), pacuyera
meroznoM DFT ¢ smreitapiv mMacirrabuposanunem, AMD B [160] npusesa yckope-
Hus, gocturaemole B 2P-cepBepax ¢ comepxxkammmu 3D V-cache mpomeccopamu
EPYC 9004 no cpasrenuto ¢ 2P-cepepamu ¢ Xeon Max (¢ HBM-namsTeio).
C 32-snepubiMu mporieccopamu yckopenne EPYC 6buto ykazano okoso 1.8
pa3 (mss EPYC 9384X o cpaprennto ¢ Xeon Max 9462); st crapimx
96-smepubix EPYC 9684X no cpasuenuto ¢ 56-saaepabivu Xeon Max 9480 —
okoJ10 2.1 paza.
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B [183] npomgemoncTpupoBano MacmTabupoBaHue IPOU3BOJAUTEILHOCTH
kBarTOBOXHMEIYeckoro npuinoxkennst CP2K B kimacrepe ¢ Infiniband NDR 200
u 2P-cepBepamu ¢ 32-niporieccopabivu EPYC 9354 B y3iax. IIpu pacaerax
CHCTeM U3 MOJIEKYJT BOJBI B paMkax BcTpoeHHBIX TecroB H20-DFT-LS-NREP
u H20-64-RI-MP2 (meromom RI-MP2) mocturnyro xopoliee yCKOpeHue
[IPOM3BOMTEHHOCTU NP YBEJIMUEHNH IHUCIa y3JI0B J10 16 (cBepx/mHeitHOe —

B Tecre H20-64-RI-MP2).

B zaksmrouenne anam3a JAHHBIX O TPOU3BOIUTELHOCTH KBAHTOBOXMMUYIE-
ckux npmwioxkennit Ha EPYC 9004 npuseneM mHOOPMAIUIO J1JTsi TIPUJIOKEHUS
NWChem, oT/im4atoIierocst caMbiM BBICOKMM JIOCTHI'aeMbIM YPOBHEM paciiapaJi-
nemupanus. CooTBeTCTBYyIOMAsA HHMOPMAIH cTajla JocTylHa* 61aronaps
Brmodennio B PTS suamenuToro aass NWChem Tecra merogom DFT B 6asuce
6-31(d) momexymbr C240 (3600 6asucHbIx dhyHKIHMIT) Ge3 yuera CUMMETPUN U
6e3 ONTUMUBAINI NeOMETPUU. DTOT TECT OTJIUIAETCA XOPOIIUM PACIIapaJi-
JIeJITMBaHUEM B KJIacTe€pax WM, B YACTHOCTH, Ha cyrepkomibiorepe Cascade
(sanmMasiem 13-e mecto B HOsIOpBCKOM crimeke TOP500 2013 roma) [198].
IIpu ncnosp3oBanun B y3iax 1o asa 16-saepabix nporeccopa Intel Xeon
E5-2670 (Intel Xeon Phi, cyza mo 3roil myGaukayu, 3/1eCh He TPUMEHSLICH )
npu ucnojb3oBanuu 128 syiep Ha 4 ureparmuu CCII norpebosasocs okosio 500
CeKyHJI, & MACIITAOMPOBAHIE ITPOM3BOIUTEILHOCTH OBLIO 3aMEYEHO BILUIOTH JI0
npuMenenus: 2048 saep.

B PTS-tecrax NWChem?®, [199, 200] sTum Ke METOJOM Jisl 3TO
2Ke MOJIEKYJIAPHOU CHCTEMBI ObLIO IIOJIyYeHO IJIOXO€ MAacIITabupoBaHUe
[IPOM3BOIUTEIHLHOCTH C YBEJUICHIEM YUCIIA UCIOTH30BABIINXCH A/IeD, HAIIPIMED
upu «uepexoze» or 1P k 2P-cepsepy co craprunmu Mogeaavmu EPYC 9004 (u upu
«1epexojie» or mporeccopa ¢ 32-siaepubivu EPYC 9374F, nanpumep, k EPYC
9554 u 9654). Ilpuaunbl 517010 TPEGYIOT JOMOJHUTEILHOIO UCCIIEIOBAHMUSI.

Mounekynsapusiii gokunr. na EPYC 9004 umerorcs manHbIE O CyTie-
CTBEHHOM yBEJIMYEHUN TTPOU3BOIUTeIbHOCTU TTpujoxkenus miniBUDE npu
BKIEOYeHny nojiepskkn AVX-512 [150], a B [201] memoHCTpHpYyeTCst TOPA3Io
6ostee BbIcOKas mpousBoaureabHocTh B miniBUDE msa cepsepa ¢ EPYC 9654
1o cpaBHenuio ¢ cepsepamu ¢ Xeon ICL u Xeon SPR 8490H (oTHOCHTEIHHO
nocseHero— 6osiee YeM B JiBa pa3a). Xeon EMR 8592+ TakiKe CHJIBHO OTCTAaeT
B npoussoauresibaocT or EPYC 9654 [202]. Janmbie 0 HIpOU3BOAUTEIHHOCTH
miniBUDE B cepBepax ¢ pa3HbIMEU MOJIEISIMU IIPOIIECCOPOB apXUTEKTYp Zen 4
u Zen 3 nmerorca?®.

24https://openbenchmarking.org/test/pts/nwchem, accessed 13.12.2024.
2Snttps://openbenchmarking.org/test/pts/nwchem, accessed 13.12.2024.
26https://openbenchmarking.org/test/pts/minibude, accessed 15.12.2025.


https://openbenchmarking.org/test/pts/nwchem
https://openbenchmarking.org/test/pts/nwchem
https://openbenchmarking.org/test/pts/minibude

368 M.B. Ky3bMUHCKUI

Tenomuka. Be3yciioBHO, 3a/a9i T€HOMUKH HE UMEIOT OTHOIIEHUSI
K 33J1a9aM BBIYHCIUTEILHON XUMUU, & OTHOCATCS K MOJIEKYJISIPHON OMOJIOTHH.
[Tpu ucronb30BaHUY BBIYUCIUTEHLHON TEXHUKU PEIb (DAKTHIECKU UJIET
0 bmonH(pOPMATHKE WU BRITUCIUTE/IbHON 6uosoruu. Ho renoMuka BbIaeeHa,
B OTJIEJTBHBIN TIOJIPA3JIEN 371€Ch TIOTOMY, YTO OTPOMHAsT 00JIACTD BHIYUCTUTENTHHON
XUMUM aKTYAJIbHA JJIsl 33/1a9 KOHCTPYUPOBAHUS JIEKAPCTB, & COBPEMEHHAS
PEHOMUKA TaKKe aKTUBHO UCIOJIb3yeTcst B Meauruae. CepBepbl U KacTephl
¢ ror-mozensavu EPYC 9004 akTUBHO cTajaud MPUMEHSTHCS B HAYIHBIX
UCCIIeIOBAHUSIX B reHOMuKe (cM., Hanpumep, [203-205].

Hust kmaccmaeckoro B 3toit obmactu npusoxkerns;, GATK [206], AMD
yKa3bIBaeT Ha yBeJMYeHne mpousBoaureibHocTu B 2P-cepsepe ¢ EPYC 9654
Ha 28% mo cpaBHenuio ¢ 2P- cepepoM ¢ Xeon 8490H [196].

CoznanHoe T03/(HEe IPUJIOKeHHe Sentieon obsamaer 6ojee BBICOKOi
[POM3BOIUTEILHOCTBIO [IPU CeKBeHupoBanuu renoMa [207], u B [208] nokaszauo,
aro B 2P-cepsepe ¢ EPYC 9654 mosiHOe BpeMs BBIOJHEHUST OKA3aJ0Ch MEHDIIIE,

€M TP CeKBeHMpPOBaHWM ¢ Tpuiozkernem Parabricks [209] ma cepsepe ¢ GPU
Nvidia H100.

2.4.9. TecTbl npousBoanTeNbHOCTH B 3aga4ax VIV

AMD, B oriimuwme or Intel, moxker He Tak akTuBHa B obnactu M. Ho
annaparuble cpegcrsa EPYC 9004 umeror HeoGXoauMble Pecypebl (B TOM duCIie
6uraromaps nozaaepkke AVX-512), a B mporpaMMHOiil 00J1acTH MOYKHO yKa3aTh,
Hanpumep, Ha oubsmoreky AMD ZenDNN, anasior Intel oneDNN. Ecrecrsento,
st EPYC 9004 nmocrynael u dpeiimBopku, B Tom uucse TensorFlow u
PyTorch, koropbie o6bemunenst AMD kak Bxogsmue B cpegcrsa UIF (Unified
Inference Frontend) [210]. Jyst macrpoitkn EPYC 9004 nst 3amaa U1 AMD
MO/ITOTOBUIIA COOTBETCTBYOIEE PYKOBOACTEO [140]. 11 moutn cpasy moce
[MOSIBJIEHUSI 3TUX IIPOIECCOPOB CTAJIM IOSIBJISIThCS U HAYJIHBIE ITyOJIMKAIIAT
B obstactu U ¢ mucmosb3oBanneM cepsepoB Ha H6aze EPYC 9004 ¢ anamuzom
JIAHHBIX O JOCTUIAeMOil IIPOU3BOIUTEIbHOCTH (CM., HapuMmep, [211,212]).

IMTo pamubiM [150], npu Brmovenuu B EPYC 9654 nomnepxku AVX-512
npousBoanTeabHOCTE B Mozgenn ResNet-50 ¢ uconmpzoBanmem TensorFlow 2.10
npu pabore B popmare BF16 sospacraer ma 73%.

AMD ykaspiBaeT H& POCT IPOU3BOAUTEIHLHOCTH (4YUC/Ia U300parKeHuil
B cekyHy) Ha 68% B m3BecTHON MOjean oGHApykeHust 00beKToB Yolo (You
look only once) v5 [213], ucnonbayromeii PyTorch, n na 97% (B Besmunne
3aJIePKKM PACIIO3HABAHMs N300parkeHuit) npu ucnosb3osanun Mogen ResNet-
50 ¢ dbopmarom BF16 B ciayuae noakiodenus B Hux paboret ¢ ZenDNN [210].
D10 yBesnUeHne TPOU3BOUTELHOCTH ObLIO jTocTUrHyTO B 2P-cepsepe ¢ EPYC
9654.
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B [214] umerorca ganubie AMD o npoussopurensHocTu 2P-cepBepa
¢ EPYC 9654, B Tom umciie otHOCHTENBHO 2P-cepBepa ¢ 64-smepabivu EPYC
7763, ¢ ucnospzosannem ZenDNN mis tpex pasubix mozensx . B ResNet-50
upu pabore B dopmare FP32 ¢ manabiMu n3 uCIOIB3YIONENl HEPAPXUTO
WordNet BJI uzobpazxenuit ImageNet (resnet50 {p32 pretrained model.pb)
ObLIa TTOJIyYeHa IPOU3BOINTEHHOCTh BBIBOAA OKOJIO 920 m300parkeHmit
B ceKyHIy upu pasmepe makera 640 mim 927 n3zobparkeHuit B CEKyHIY MPU
pasmepe nakera 960. DTo mpumepno B 2.1 pas3a ObicTpee, YeM Ha cepBepe
¢ Zen 3.

st 06pabOTKHN €CTECTBEHHOTO SI3bIKa B IIPEIBAPUTESIBHO 00YYEeHHOMN
mozesin BERT-Large ¢ 340 mmimnonamu napamerpos Jyist wwm_ uncased  L-
24 H-1024 A-16 B dopmare FP32 6bL1a mostyueHa Mpon3BOARTEILHOCTD OKOJIO
29 BBIOOPOK B CEKYHIY /IS JJIMHBI TIOCIeI0BATEIHLHOCTH 256 min okoJsio 19
BBIOOPOK B CEKYHJIy JIJIsl JUIMHBI HOC/IeA0BaTe IbHOCTH 384. D10 npuMepHo B 1.8
pas ObicTpee, YeM Ha cepBepe ¢ Zen 3. [l Momenn pekoMeHIannit riryboKoro
obytenus ¢ ucrnoabloBanneM Tecta DLRM u3 m3BecTHOro Habopa TecToB
MLPerf Inference [215] ma UM (ms th00_40M.pt B dopmare FP32) rakxe
GBLIM TIOJIyYeHbl ONEeHKHI IIPOU3BOANTELHOCTH >, KOTOPbIE He IPeI0CTaB/IAIICD
st odbunmansaoit nposepkn MLCommons st pasmernnennst Ha caiite [214].
[pouzsomurensrocts ¢ EPYC 9654 cocraBmiia okosto 2948 BEIGOPOK B CEKYHILY
Iyisi makera pa3mepoM 1 um okoso 3132 BBIOOPOK B CEKYHIY IJIsi IAKeTa
pasmepoM 2, uro B 1.7-1.8 paza Gosbiie, uem y cepsepa ¢ Zen 3 [214].

Jpyroit u3BecTHBII TecT IpousBoguTebHOCTH oTHOCUuTCs K OpenVINO?8,
paspabarbsiBaemomy Intel kpoccmmaTdopMeHHOMY HHCTPYMEHTAPUIO C OT-
KPBITBIM TE€KCTOM Jjis TJIyGOKOro o0ydenus (HAIeJ€HHOMY Ha, [TOJIy YeHUE
BBICOKOIIPOM3BOJINTENIBHOTO BBIBOJIA) [216], KOTODBII 110//IepKUBaeT yKe
IIEJIBII PsiJT M3BECTHBIX MOJeJiell PA3HBIX KATErOpUil —B TOM YHCJIEe OOJIBIINX
s3bikoBbIxX Mogeseit (LLM, Large Language Models), KoMIIbIOTEPHOTO 3peHnust 1
rerepatuBaoro M.

B Tabmure 22 npuBesiensl faHHbIe O TPOU3BOIUTEHHOCTH JIJIsI 33189
BeiBosoB I B PTS-Tecrax OpenVINO 2022.3, B KOTOPBIX H3MEPSETCsT
9rcso Kaapos (BeiBogoB) B cekyHy (FPS). Tam ncnosb3oBauch 3 pa3Hble
MoJiesiu — obHapyKeHus TpaHcunopTHbix cpeacts (Vehicle Detection, VD
B Tabuuie), obuapyxkenus ejocuneaucra (Person Vehicle Bike Detection,
PVBD B Tabsuie) 1 MamuHHOrO IEPEeBOa ¢ AHIVIMICKOrO Ha HEMEIKUH
(ENtoDE B Ta6suie). Bo Beex Tecrax npumensiiuch 2P-cepsepbl u dhopmar
FP16.

B coorBercTBum ¢ 60siee u3BecTHBIMU IaHHBIMU it pasHbix GPU, 3agaun
NN ornuyarorcs BBICOKMM YPOBHEM paclapaJlIeIMBaHUs U CBA3AHHOCTHIO

2"https://mlcommons . org/benchmarks/, accessed 8.05.2024.
28https://www.intel.com/content/www/us/en/developer/tools/openvino-toolkit/
overview.html, accessed 28.11.2024.
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TapauUA 22. danabie o npoussogurenvaoctu (FPS) B TecTax

OpenVINO
Mogenns Yucno aaep | Mogeas VD | Mogens PVBD | Mogens ENtoDE
EPYC 9754 1282 7097 10290 1249
EPYC 9654 96x 2 7970 10005 1001
EPYC 9684X 96x 2 8125 9766 1065
EPYC 9554 64x2 6270 7536 805
Xeon Max 9480 562 3607 7652 688
Xeon 8490H 60x2 3679 7617 693

Hanusie u3 [171], s EPYC nomyqens ¢ napamerpom POWER B 400 Br, mst Xeon Max —

¢ npuMeHeHueM Tosibko HBM-namsitu.
naMsTbio. COOTBETCTBEHHO KOHKYPEHIINSI HUTEH 38 JOCTYI K ITAMSATH MOYKET
MIPUBECTU K JIETPAJAIIAN TPOU3BOJUTETLHOCTH U CHUZKEHHUIO YPOBHS PaclapaJ-
nenuBanus. [locoenraee MOXKeT UMETh MECTO He TOJIBKO B Mojenn VD mpu
nepexojie or EPYC 9654 k EPYC 9754, Ho 5T0 Tpebyer JOIMOJHUTETHBHOTIO
ucciiefioBanus. B tabsuie 22 He upuBoadATca ganuble [171] o 3amepkkax,
MTOCKOJTIBKY 3TOT MOKA3aTEIb MAJIO IPUEMJIEM C TOUYKHU 3PEHUS ero 3aBUCHMOCTH
OT YHCJIa 33JefICTBOBAHHBIX B PACUETE SMEP.

[Ipumenenne 3D V-cache He Bcerya jaer mpeuMyIiecTBO B MPOU3BOIUTEb-
HOoCcTU. YacTo mMerolee MeCTO CUJIbHOe onepexkenune mopensymu EPYC 9004
MIPOM3BOAUTEILHOCTH IO cpaBHeHUIO ¢ Xeon SPR n Xeon Max MOXKeT ObITH
CBSI32HO C IIPUMEHSIBIIMMUCS IPOIPAMMHBIMU CPecTBaMu (HhPENMBOPKOB
B cepBepax ¢ Xeon.

BoaMoxkHBIE BBIBOJIBI U3 JAHHBIX TON Tab/IUIBI KpaiiHe OrpaHUIeHbI.
EcrecrBenno, ee manubie roopat ToabK0 0 ToM, o EPYC 9004 moryT wacro
orepekaTh Xeon SPR 10 MPOU3BOUTENHHOCTH B ITUX TECTaX. KCTh, KOHETHO,
pesysabrarsl PTS-TrecroB OpenVINO, rme Xeon 8490H onepexxan EPYC 9004
(cm., Hanpumep, [217]).

Jpyrue nanable O TPOU3BOAUTEIBHOCTH, T/i€ UCIOJIb30BAJIICEH CPEJICTBA
OpenVINO, 6butn monygens: AMD mist pazpaboramnoit Microsoft 6ubmmorekn
DeepSpeed [218] ¢ npumenenueM HecKOJIbKUX Mogestei st LLM, B Tom
qucaie opt-350m (350 MusmonoB napamerpos) u opt-1.3b (1300 Mmwmonos
napameTpoB) ¢ padMepamu nakeros or 1 go 128 [219]. D1u mannble npeacras-
JIeHBI Ha pUCYHKe 19, Tie MPON3BOAUTENBHOCTD ( B TOKEHAX,/C) TOMOT€HHOTO
2P-cepeepa ¢ EPYC 9654 conocrasiena ¢ GPU Nvidia H100. I'py6o rosops,
H100 omepexxaer roMorenHsblit cepep B /1Ba pa3a. [[pon3BoauTesbHOCTD B 9THX
TeCcTax BO3PACTAJIa C YBEJIMUEeHNEeM pa3Mepa mnakera, Ho Ha H100 He mosrydmioch
mposectu TecT opt-1.3b ¢ pazmepom makera 128 u3-3a OrpaHHYEHHOTO pa3Mepa
TaMSITH.
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Figure 1: opt-350m and opt-1.3b performance in tokens per second
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WuTepecHbiM TIpeACTaBASETCH TAKXKe TeCT 00pPabOTKU TPaH3aKIUA,
B KOTOPOM pa3jIngHbIe 3Tallbl perenns 3aa49 VU 00beuHgoTes B eJUHOe
nenoe. Takoit tect, TPC Express Al (TPCx-AI) [220], smysnupyer peasbHbie
cuenapun 1V u npumeps! ucrob30Banus HayKu o JaHHbIX. OH peasn3oBaH
B BUJle KOHBeliepa, BKIIOUAoNnero (pa3bl NeHepalii JaHHbIX, YIPaBJICHUs
JIAHHBIMU, O0YY€HUs, ONEHKU U OOCIY KUBAHUsL. 3J€Ch II0C/I€ MAIIUHHOIO
00y1IeHNs] TPOU3BONTCS ¥ U3MEPEHUE €r0 TOUHOCTH.

B TPCx-Al MoryT npuMeHsITbCsT pa3juvdHble HAOOPBI JAHHBIX, YTO
obecrieanBaeT pa3Hble ypoBHE MaciTabupoBanus —SF3, SF10, SF30, SF100,
SF300, SF1000 u SF3000, koTopble oTandaiorcs obbemaMn JaHHbIX. CooTBeT-
crBeHHO TecThl 10 SF30 1poBojisiTcst 0OBITHO HaA OTJIEJIBHBIX CepBepax, a
ot SF100 u Boime — B kitacrepax. Kpome BeJIMInHbI TPOU3BOIUTEIHHOCTH
(ATUCpm) onpenesisiercss OTHOIIEHUE CTOUMOCTH K IIPOU3BOJAUTEIBHOCTU U
9HeproahdEKTUBHOCTD (IPUYEM OT/IETBHO MOYKHO OTOOPATH PE3YJIBTATHI
B Hadoop-kiiacrepe).

B TPCx-Al Bepcun 1 na 27.11.2024 Bce HAUBBICIINE TOKA3ATEU IPOU3-
BoguTeabHOCTH 110 ypoBHA SF1000 6b11u ntosrydensr Dell ¢ npumvenernem
32-snepubix EPYC Zen 4 (B oquHOYHBIX cepBepax ucnosb3osaancs EPYC
9374F, B knacrepax or SF100 10 SF1000—EPYC 9354). Taa SF3000 smmepcrso
npuHayiexkano Kiaacrepy or Nettrix ¢ 16 yznamn®® (2P-cepsepamu ¢ Xeon ICL
8380). B moom TPCx-Al Bepcun 2 B smzepax #a 8.05.2025 ayst SF10-SF30
okazasmch yxke cepepbl Dell ¢ EPYC Zen 5.

AMD mupesocraBuiia psifi JOKYMEHTOB, YKA3LIBAIONX HA H0Jiee BBICOKYIO
npousBoauTebHOCTh EPYC 9004 orHOCHTEIbHO Xeon EMR B pasjndHbIX
zasadax MU, B Tom ducie mpu paboTe ¢ U3BECTHON OUOIMOTEKON MAITUHHOTO
obyuennst XGBoost. Ho 3t janmbie TOKA3bIBAIOT TOJHKO OTHOCUTEIBHYIO
[IPOU3BOIUTEBHOCTh U BKPATIIE PACCMATPUBAIOTCS Jlajiee B paszese 4 mpu
COIIOCTaBJIEHNH TPOU3BOIMTEIbHOCTH ¢ Xeon EMR uin SPR.

2.4.10. O npoussogutenbHoctu npouyeccopos EPYC 9004 B paboumnx
HarpysKkax, xapakTepHbIX A5 0671a4HbIX TEXHOJIOr N

Nnmeercst 60MbITOE KOJMMIECTBO PA3HBIX TPAIUITMOHHBIX, HE OTHOCSIITIXCSI
kK HPC nmu 1N, obracreit mpuMeHeHNsT CEPBEPOB, KOTOPBIE TEIIEPh IacTO
HUCIIOJIb3YIOTCSI B paMKaxX OOJIAYHON TEXHOJIOTUU, HO MOTYT, €CTECTBEHHO,
MIPUMEHATHCA U HA PUBMIECKUX, & HE BUPTYaATbHBIX CEPBEPAX.

2https://wuw.tpc.org/tpcx-ai/results/tpcxai_resultsb.asp?version=1, accessed
27.11.2024.
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AMD mnoaroroBusia crenuaabHoe pyKOBoJCTBO 110 HacTpoiike EPYC 9004
[PU UX UCHOJIB30BAHUN JIJIsi 3814 o0sauHoii TexHomornu [221]. TTockomabKy
[IPOU3BO/IUTEH OPUEHTUPOBAJ CBOU IPOIeccOphl Bergamo B mepByto odepenb
Ha 00JIaYHble TEXHOJIOTHH, JAHHBIE O IIPOM3BOIUTE]BHOCTH STUX IIPOIECCOPOB
MOXKHO Ha#iTW B OPHEHTUPOBAHHBIX HA COOTBETCTBYIONLYIO 00JIACTh IIPUMEHEHUS
JIOKyMeHTax jiist coobmecra AMD [222,223].

B omsimuame ot paccMOTPEHHBIX B IIPEIBLIYIIUX pa3iesaax pabounx Ha-
IPY30K, JJIs 06CYKIAEMbIX 37€Ch CKOPee XapaKTepHO OTCYTCTBHE MOJIHON
3arpy3KN PECypCcOB BCETO IIPOIECCOPa B TEUEHHE BCErO BPEMEHHU, U IIPUMEHEHHE
BUPTYAJIU3AIIA MOXKET OKa3aThcst adpdexkTuBubiM. Hampumep, cioza MOXKHO
oruectu pabory ¢ CYBJL.

B kauecTBe pacnpocTpaHeHHOIO TeCTa HHTErPAJIHHOIO XapaKTepa, riie
B IPOU3BOIUTEILHOCTH OIEHUBAETCsI COOCTBEHHO BUPTyan3aIiusi U HabOp
THUIIOBBIX TIPWJIOXKEHNUH, MOKHO yKaszarb Broadcom/VMware VMmark [224].
On HerIoxo moaxoauT it mupoko paciapocrpareHubix 1O/, memob3yommx
0b6JIavHbIE TEXHOJIOTUU, TaK KAaK B 9TOM TECTe BUPTYAJIU3AIUsT COTETAETCS
¢ HabOPOM IUIATOK JIJIsi TUIHYIHBIX MACCOBO HCIIOJIL3yeMbIX Ipuiioxkenuit. [Ipu
9TOM JIOCTYIIHBIE TaHHBIE COIEPKAT PA3JIMIHbIE BAPDUAHTHI, B TOM UUCJTIE JJIst
JBYX y3JI0B ¢ 1P- u 2P-cepBepaMu.

B nacrositiee Bpemst HanboJIbINEE IUCTIO TAKAX JIOCTYITHBIX JAHHBIX JIJIsT
paccMaTpuBaeMbIX B 0630pe mporneccopos umeercs st VMmark 3.1.1 [225],
re 1o pesynabraTtaM Ha KoHell 2024 roja B Jmepax MPOU3BOIUTETbHOCTH
onuro3HauHO ObLIN cepBepbl ¢ EPYC 9004, onepexkast Xeon SPR u Xeon EMR
(cepsepsl ¢ ARM-npornieccopamu B 9TUX Tecrax He y4acTBYIOT). JIaHHBIX j1is
6osee HOBOI Bepcun VMmark 4 moka erme Majio, 1 OHU OTHOCSITCSI B OCHOBHOM
K IIATOMY IIOKOJIEHHIO CEPBEPHBIX IIPOIECCOPOB, IJe JUIEPAMU B TECTaX CTAJIN
Zen 5 [226].

Hawusrwicinit pesysibrar B Tecte VMmark 3.1.1 Ha MOMEHT HAITUCAHUST
0030pa moKazasa cucrema u3 iByx 2P-cepsepoB or Supermicro ¢ EPYC 9684X,
¢ TIPOUBBOUTENHLHOCTHIO 47.7846 tiles. Anajornuynast cucreMa us JiByx 2P-
cepsepoB ot Dell ¢ 64-saepupivu EPYC 7773X nokazajia mpou3BOANTEIHLHOCTD
pasa B gBa HuXKe, 23.64 24 tiles, 4T0 UyTh-UyThH OOJIBINE, UM Y AHAJIOTUIHOMN
cucreMbl ¢ cepsepamu Fujitsu ¢ 60-simepabimu Xeon SPR 8490H (23.38 23
tiles), HO HEMHOrO HUXKe, YeM B aHaJIorudHoil cucreme ¢ Dell-cepeepamu
Ha Gaze 64-sepHbix Xeon EMR 8592+ (25.34 28 tiles). 3mech npuseieHb!
MaKCHUMAJIbHBIE JOCTUTHYTHIE B [225]| pe3ysIbTaThl JJIsi CHCTEM € YKA3aHHBIME
[IpOIeCCOpPaMU, HO JOCTUraeMasi IPOU3BOINTEBHOCTh, €CTECTBEHHO, BEChMa,
CHJIBHO 3aBUCUT U OT JPYTUX KOMIIOHEHT JIAHHBIX BBIYUCJIUTEJHHBIX CHCTEM.
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B kauectBe Oosiee y3KO HAIIPABJIEHHBIX TECTOB MOYKHO YKAa3aTh JIAHHBIE
o npoussoguresbHocTr EPYC 9004 ¢ ucnosib30BaHueM PasHbIX PEJISIUOHHBIX
CVYB/JI— PostrgeSQL, MariaDB u MySQL. Kiaccukoii jijisi TaKux TeCTOB,
OPHEHTHPOBAHHBIX Ha 06paboTKy TpaHzakuuii B peasbraoM Bpemern (OLTP)
U MHTEPAKTHUBHYIO aHaIuTHIecKyio 06paborky (OLAP) asisiorcs rectbt
TPC?°, xoTopble TpeGYIOT TOYHOTO BBITIOJHEHHS OOJIBITOT0 KOJIHIECTBA,
crieruUKaIMii, IT0 MOKeT TPebOBaTh IS TOTO CYIIECTBEHHBIX (PUHAHCOBBIX
zaTpar. COOTBETCTBEHHO JIAHHBIE TAM IOSIBJISIOTCS HE TaK aKTUBHO, U JIJTsI
CHCTEM C HOBEHIIIMMU MOJEJISIMU MIPOIECCOPOB HECKOJIBKO MO3/IHEe. XOTsl
JILJIEPAMU CPeJI CEPBEPOB IO MPOM3BOAUTENbHOCTH Ha 18.12.2024 B TecTax
TPC-C, TPC-E u TPC-H asnsitorcst cepsepsl ¢ mporieccopamu EPYC, wo
B TPC-C ¢ 2022 rozma s1o 2P-cepsep Supremicro ¢ EPYC Zen 3, a sBor B TPC-E
B 2024 romy Jsmnepom cras 2P-cepsep Lenovo ¢ EPYC 9554 (B kimenTax
npumensiicsa 24-suepubiit Xeon 6442Y), u 8 TPC-H B 2024 roxy smmepom
cras 2P-cepep HPE ¢ 32-snepusivu EPYC 9174F. B tecre TPCx-V nnsa
BUPTYAJU3UPOBAHHON cepBepHOil 1aTdOpPMbI ¢ pabodeil Harpy3Koii 6a3
JaHHBIX TakxkKe jauaupyer 2P-cepsep ¢ EPYC Bergamo.

Ho vame npumensiiorcs ouens 6mskue K recram TPC ananoru. Tax, s
PostgreSQL ects MHOTO pe3ynbTaToB Crenua bHbIX TecTOB PTS, B KOTOPBIX
ucnosb3yiorcsa pgbench-recrer PostgreSQL (6imskue k TPC-B) [227],
BBIIAIONINE BEJIMINHBI 33/€PKEK WM TPAH3AKIINN B CEKYHIY B PEXKMMaX
«TOJIBKO YTE€HUE» UJIU «ITeHHE,/3alKUCh», B TOM YUCJIE JJIsi BADUAHTOB C PA3HBIM
YUCJIOM KJMEHTOB M Pa3HbIM (dakTopoMm Mmacmrabuposanus. s PostgeSQL 17
HMEIOTCs JIAHHBIE B OCHOBHOM y2Ke Jyist Zen 5 u Xeon 6, a mys PostgreSQL 16
nu 15 npeacrapiaerno MmuOro gaHabix g1t EPYC 9004.

Omaako 3tu PTS-TeCThI 9aCTO MOKA3BIBAIOT ILIOX0E MACIITAOMPOBAHIE
MIPOM3BOIUTEILHOCTH TIPU «IIePeXo/ie» K DoJiee CTapIIuM MOIEISIM IIPOIIECCOPOB
¢ OOJIBITIM YIUCJIOM sifiep, U upu 3amene 1P-konduryparun va 2P. B stux
TecTax JacTo JILJEPaMH OKA3bIBAIOTCS BOOOINE HE CEpPBEPHBIE TPOIECCOPhI X80,
U 9TU PE3yJIbTATHI 3/1eCh He paccMarpuBaioTcs. Ecth manube TectoB PTS u mjis
MySQL u MariaDB, Ho coorBercTByIOmux TeMaruke 0630pa pPe3yIbTATOB TaM
ropasio MeHbIIIe.

Xopormum BapHaHTOM JIJIsi TECTUPOBAHUS TPOM3BOIUTEILHOCTH a3 TAHHBIX
SIBJIIETCS WCIIOJIb30BaHMEe CBOOOIHO MOCTYITHOTO MIPUJIOKEHUS C OTKPBITHIM
ucxogabiM TekcroM HammerDB®', B koTopoMm pa3paboTanbl aHAJIOTHYIHLIE
TPC-C u TPC-H Tectsr, TPROC-C u TPROC-H. Onu B yacTHOCTH MO3BOJIAIOT

3Onttps://www.tpc.org/, accessed 17.12.2024.
3nttps://www.hammerdb. com, accessed 18.12.2024.
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MUHUMU3UPOBATH 3aTPATHI Ha BBOJI-BBIBOJI, a pabotvuasl HAIPY3Ka IMO3BOJISIET
B OOJIBIIIEl CTEIeHN 3a/IefiCTBOBATH BO3MOYKHOCTH ITPOIECCOPOB U MAMSITH.
HammerDB no3sossier paborarh ¢ OCHOBHBIMIH KOMMEPUYECKIMI U CBOOOIHO
nocrynabiMa CYB/I, 1 aKkTHBHO UCIIONIB3YETCS B HAYYHBIX UCCICIOBAHUSIX.

O npoussomurensaoctu MariaDB AMD noarorosuia crenuaibHbIi
JIOKyMeHT [228], B KOTOpOM [OKa3aHa IIPOU3BOUTEIbHOCTL 1P-cepBepa
¢ 32-simepubiM EPYC 9374F u 2P-cepsepa ¢ 16-saepabivu Xeon SPR 6444Y
B Tectax TPROC-C u TPROC-H or HammerDB. B TPROC-C cepsep
¢ EPYC 9374F B nonropa pasa ObicTpee, uem ¢ Xeon 6444Y, a 8 TPROC-H
npousBouTeabHocTH Om3ku. [Ipu sTom cronmocts EPYC 9374F na konern
2023 roga cocrasisiia $4850, a nByx nponeccopos Xeon 6444Y — $7244 [228].
Ho B 2024 roxy nena npomneccopo Xeon 6444Y ymenbinmiacs (1o $3034 na nsa
nporeccopa), a y EPYC 9374F we momensitach (anuble Ha 17.12.2024 u3 [49]).

Jlauubie poBesiennbix Dell TecToB pOM3BOAMTENIBHOCTH C ITPUMEHEHIEM
MariaDB u cpemcrs mysqlslap uz MySQL st 2P- u 1P-cepepos ¢ EPYC
9654/9654P, a raxkxkelP-cepsepa ¢ EPYC 9354P, npusesenst B [162]. Tam st
cepiepa ¢ EPYC 9354P ucciesoBana Takke 3aBUCHMOCTD POU3BOIUTEILHOCTH
7 9HEPTro3(pPEKTUBHOCTA OT €eMKOCTH U KOH(pUTryparnn mamsaTn. Kcraru,
B [162] uMeroTcs Tak»Ke JIAHHBIE O IIPOU3BOAMTEIbHOCTH cepBepa Apache
HTTP na 2P- u 1P-cepsepax ¢ EPYC 9654 /9654P.

Hast CYBJ MySQL B [148,196] AMD mnpusesia JaHHbIE O MOBBIIIEHHOM
npousBoauTeabHOCTH 2P-cepiepa ¢ 96-saaepabivu EPYC 9654 mo cpaBHeHMIO
¢ 2P-cepBepoM ¢ 40-sinepabiMu Xeon ICL 8380 B 2.4 paza B TPROC-H
u B 2.7 paza B TPROC-C. B [165,223,229] AMD yxkazamna Ha Gosee
BBICOKYTO npousBoguTesbHocTh B TPROC-C ¢ aroit CYB/I 2P-cepsepa co
128-ssmepabivu EPYC 9754 cBhimre aByX pa3 mo cpaBHEHHUIO ¢ 2P-cepBepaMu
¢ ARM-nponeccopamu Ampere Altra Max M128-30 u ¢ 56/60-siuepubivu Xeon
SPR/EMR 8480 /8490H.

Hakowery ykaxkeM elrie JTaHHbIE JJIsI JPYTOH BaxKHOIN pabodeil HAPY3KH —
B obJsiacTu TIaHUpoBanus pecypcos npenpustust (ERP), npoussomurensrocTr
B BTOpBIX ypoBHeBoM SAP SD. Tyist 2P-cepepa ¢ EPYC 9654 ona cocrasuiia
148 teicsasa SAPS, myisa 2P-cepsepa ¢ 64-snepubivu EPYC 7763 — 75 Toicsa
SAPS, a s 2P-cepsepa ¢ 40-smepabivu Xeon ICL 8380 —48 toicay SAPS
(SAP Application Performance Standard) [148].

Beire 6b1tn paccMOTpEHBI JAHHBIE O TIPOU3BOJAUTEIBHOCTH B OCHOBHOM ISt
crapmux mozeneir EPYC 9004. Uudopmanus ajisa cpeannx Moxpeneiit EPYC
9004 mpeacrapieHa Jiajee MpuU conocTapjieHnn ¢ Xeon SPR B pasgesie 4.3. Mbl
He paccMaTpuBaeM B 0630pe naHHble o npousBoauTesibHocT EPYC cepun 8004,
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koropeie AMD HanenuBaer Ha TpUMEHEHUE I 3829 UHTEJIEKTYaJIHbHOrO
kpad (Intelligent Edge), ananuzy ganubix u pazpaboTKe pelieHuii Ha ToM
MecTe, TIe TeHePUpYIoTcs JanHble. HeKoTopble JaHHbe O MPOU3BOAUTETHHOCTH
B 970l 0obsiacT puMeHeHus uMmeorcsd B [230].

B zakimiouenne Bcero pazzesia 2 mpo cepBepHBbIE TPOIECCOPHI APXUTEKTYPhI
Zen 4 cnepyer orMeTuTh 3PHEKTUBHOCTD (B TOM YUCTE U JJIsl CTOUMOCT-
HBIX HOKazaresieil) 6azupyromeiicss Ha YUILIETaX UEPAPXUUA IIOCTPOEHUS
MHAKPOAPXUATEKTYPHI I COOTBETCTBEHHO KOHKPETHBIX MOZEJIEH IMPOIecCOpoB

EPYC.

[IpuBeiennbIe TaHHBIE TIOKA3BIBAIOT CYIECTBEHHbBIE IIPEMMYIIECTBA C TOUKA
3pEHUsT TPOU3BOIUTETHLHOCTH IO CPABHEHUIO C MIPEJIBIIYIIUM TOKOJICHUEM
Zen 3, HO OOBIYHO W IO OTHOIIEHUIO K mporeccopam Xeon SPR u Xeon EMR.
OCHOBHO# comocTaBUTENbHBIN aHau3 npoussomureibanoctu EPYC 9004
o cpaBHennio ¢ Xeon SPR, Xeon Max n Xeon EMR mpoBoauTcs fajee mocye
aHAJN3a UX MUKPOAPXUTEKTYPBI B OT/eIbHOM pasjese 4. Tam npuBoggarcs u
abCOJTIOTHBIE TTOKA3ATEN JIAHHBIX «MACCOBBIX» TECTOB ITPOU3BOIUTEIHLHOCTH
SPEC u PTS/OpenBenchmarking.

3. MacwTrabupyemsbie npoueccopsi Intel Xeon yerseproro u nstoro
nokoseHni

B pasmene paccmarpuBarorcs mMacirabupyeMble ITPOIECCOPbl Xeon
geTBepTOoro nokosenus (Xeon SPR) u msaroro nokosenust (Xeon EMR), a takke
Xeon SPR ¢ namsarsio HBM (Xeon Max), oTHeCeHHBIE K YCJIOBHOMY Y€TBEPTOMY
okoJieHn 0 X86. OBIyI0 MILTIOCTPAIUIO 00 UX CTAPIINX MOJIEJISAX JIAI0T
Tabsuipl 23 u 24, rue NpuBeIeHbl TakxkKe JaHHble 0 nporeccopax EPYC Zen 4,
Zen 3 u TperbeM mokoJeHnn Xeon ICL. Bakublit, HO COBIA/IAIONINI TTOKA3ATED
JIJISE BCEX COBPEMEHHBIX CEPBEPHBIX X86-1TPOIeCCOPOB — MOJIEPXKKa, pexknumMa SMT
(nmenyemoro Intel kak Hyper-Threading) B 9T0i Tabaure He IPUBOIAUTCSL.

Boubiee kosmaecrBo sjep B crapmmx mogensx EPYC 9004 sisHo 06yciios-
JIEHO TIpUMeHeHueM Ooutee ipojBuHyToi Texuosorun TSMC, uro B pesyiabrare
9aCTO JABaJIO IPEUMYIIECTBA IO BaXKHBIM JIJIS IIPOU3BOAUTEIHHOCTH II0-
Ka3aTessaM. MeHbliree 9nucyio sep B Xeon COOTBETCTBEHHO MOXKET JI€IaTh
JIOCTATOYHBIMU 1151 9P DEKTUBHOM pabOThI pyrue 0oJiee HU3KME TTOKA3ATE M,
U 3/IeCh BaXKHA WX B3aMMHAsl COTJIACOBAHHOCTH B IIPOIECCOPE, UTO IIO3BOJIAET
MaKCHUMU3UPOBATH PEAJIBHO JOCTUTAEMYIO ITPOU3BOIUTEIbHOCT.



TabnuiA 23. IlokazaTesn COBPEMEHHBIX CEPBEPHBIX MIPOIECCOPOB X80 (crapimue mMomenn)

Intel Xeon processors

AMD EPYC processors

. . Emerald .
Konosoe ums Ice Lake-SP Sapphire Rapids-SP Rapids-SP Milan Bergamo Genoa
Tperbe YerBepToe ITaroe
CewmeiicTBO [IOKOJIEHUE OKOJIEHUE Xeon Max IIOKOJIEHUE
IPOIECCOPOB MUJIN macmrabu- Macrrabu- (Xeon SPR macirabu- Zen 3 Zen 4 Zen 4
apXHUTEKTypa PyeMBbIX PyeMBIX ¢ HBM) PyeMBbIX
Xeon Xeon Xeon
Jluneilika MmomeJieit Xeon 8300 Xeon 8400 Xeon 9400 Xeon 8500 EPYC 7003 EPYC 9004
Sg;gia" (rorm) Xeon 8380 | Xeon 8490H | Xeon Max 9480 | Xeon 8592+ | EPYC 7763 | EPYC 9754 | EPYC 9654
Yucso siiep 40 60 56 6 128 96
Baszosas uacrora, 2.3 1.9 2.45 9.4
I'T'r
Typ6o-uacrora, I'T'ny 3.4 3.5 3.9 3.5 3.1 3.7
TypBo-uacrora peex Her 2.9 ‘ 2.6 2.9 Her 3.1 3.35
anep, I'T'ng
FLOPS/rakT Ha sapo’ 32 16 24 24
ITukoBasi mpousBoOU- -
renpocTs, GFLOPS? 2944 3648 3405 3891 2509 6912 5530
Texwmosorusi, HM 10 7 5
Ilena, $ 93593 17000 12980 11600 7890 11900 11805
1 Hnst FP64;

2 Paccuurana s 6a30Bo#i 4acTOTEI A1€p;
3 Hena ma 4.08.2024 us [231].

WALOUD XITHIUALUIOWhIIS 9LOOHINALAUTOIEMOdI U VARALIALUXdVOdIMUIN

LLE



TabuLA 24. ITokazaTesn COBPEMEHHBIX CEPBEPHBIX IIPOIECCOPOB X80 (IpomosrKeHue)
Intel Xeon processors AMD EPYC processors
X . Emerald .
Kopmosoe ums Ice Lake-SP Sapphire Rapids-SP Rapids-SP Milan Bergamo Genoa
TDP, Br 270 350 280 3607
Mezxcoeunenue UPT: 3x20 UPT:4% 24 UPT:4x 24 TF:4
[POIECCOPOB cepBepa
11.2 GT/s | 16 GT/s | 16 GT/s | 20 GT/s 128
1
Maxcumanpras [C 67.2TB/c® | 192TB/c | 192TB/c | 240 TB/c | TB/c! 256 I'B/c
Kom L1 (na sigpo) 64 KB 80 KB 64 KB
Kosm L2 (na sinpo) 1 MB 2 MB 512 KB 1 MB
Kom L3 60 Mb 112.5 MBb 112.5 MB 320 MBb 256 MB 256 Mb 384 MB
: : (32 MB/CCD)
L3 ¢ 3D V-cache Her 768 MB o 1152 MB
DDRA4- DDR5- DDRA4- DDR5- DDR5-4800%x12

T nanaru DDR 3200x8 DDRS5-4800x8 5600x8 | 3200x8 | 4800x12 10 6T
IIC DDR 205 TB/c | 307 I'B/c 307 I'B/c FQS’C 461 TB/c
HBM-namsars HET 64 I'b HET
IIukosas [IC HBM — 1638 I'B/c —
PCle: Bepcus, 1ucio munmit 4.0,64 | 5.0, 80 [ 4.0, 128 | 5.0, 128

OcHoBHbIe gaHHBle U HeHbl Ha 27.04.2025 us BJIl npoueccopos [49].

lrc— IPOILyCKHAasl CIIOCOOHOCTH HA OJUH IIPOIECCOP;
2 Moskuo xoHdurypuposars or 320 go 400 Br;

3 Manuele ns [232];
4 Tlo panubiM [23].

8.L¢

M 9N

WUMOHUNGER
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OmauM u3 caMbix BaxkHBIX 1715 3a7a1 HPC ycoeepiencTBOBaHMiT pu
BBIILyCKE MAaCIITaOUPYEMBIX IIPOIECCOPOB Xe0n MOXKHO CUMTATH IOsIBJIEHUE
pacrmpenust [ISA AVX-512; Brinogaioriero FMA-onieparuu HaJt 512-6uTHBIMI
BekTopamu. 06 AVX-512 yrke roBOpuIOCH HEMHOTO BBIIIE, B pasjeiie 2.1
npo siapa Zen 4, XoTst TaM ObLIO PEaJIM30BAHO TOJIBKO MOAMHOKeCTBO AV X-
512 (moapobGree 06 AVX-512 cm., Hanpumep, [110,233]). BesycaosHo, 310
CHJIBHO CIIOCOOCTBOBAJIO JOCTHKEHWUIO HA MHOTHE IOAbI OOjiee BBICOKOM
npousBouTeabHOCTH nep Xeon B HPC mo cpaBHEHMIO ¢ sipaMu CepBEPHBIX
nporeccopoB AMD. JlanbHeiiiee 00Cy2KaeHne B 9TOM MOJIpa3jiesie 6a3upyercs
Ha JaHHBIX [233].

B pazinuHBIX TOKOJIEHHSIX MACIITAOUPYEMBIX IIPOIIECCOPOB Xeon ObLIO
3aJI02KEHO MHOI'O aKTYaJIbHBIX YCOBEPIIEHCTBOBAHUMN, CTABIINX OOIIUMU JIJIst
IIOCJIEIYIOIMUX [OKOJIEHHNH, UCIIOIb3YIONIMUCH U B PACCMATPUBAEMBIX B 0030pe
mporteccopax. C mepBoro moKoJIEHNsT MACIITAONPYEMBbIX ITPOIECCOPOB Xeon
(Skylake-SP) npeamosiaranach BO3MOXKHOCTD YBEJIUUEHUsI TUC/IA TTPOIECCOPHBIX
sijiep B OyJymieM, 9To norpeboBaJio IepeiiTu Ha JIPYroil BAPUAHT MX MEXKCOeJIH-
HEHUsl, B KAYeCTBE TOLOJIOMMH KOTOPOrO CTAJIa IIPUMEHSThCs ceTKa (mesh).
Takas ceTka mpescTaBiena Ha pucynke 22 umxke. C camoro Hagasa ObLIa
c/leJlaHa TAKYKe OPUEHTAIUsT Ha BO3MOXKHOCTH IMOCTPOEHUSI CEPBEPOB C YUCJIOM
COKeTOB OT 2 Jio 8.

B coorBeTcTBUE ¢ BO3MOXKHOCTBIO IIPOU3BOACTBA OUYE€HD DOJIBITIOTO KOJIH-
9ecTBa PA3HbIX MOJIesieil Xeon ¢ pasHbIM YUCJIOM IIPOIECCOPHBIX SIep U
PAa3HBIM JIOIIYCTUMBIM YHCJIOM IIPOIIECCOPOB Ha CEpPBEp MacliTabupyemble Xeon
HOJIY YUJIU JIOLOJIHUTE IbHbIE OPEHJIOBbIe yTOYHEHMsI HAUMEHOBAHWI (B LOpsIKe
YBEJIMYEHNS UX BBIYUCIUTEIbHBIX BO3MOYKHOCTEN, TPOU3BOAUTETHHOCTH
u nennl): Bronze, Silver, Gold u Platinum. Ilepsbie aBa oGecriednBasmu
BO3MOXKHOCTb paboThl B He Oojiee ueM B 2P-papuanTte cepBepos, a Gold
u Platinum — eme u B cepBepax ¢ 4 cokeramu. U gump Platinum morim
NPUMEHATHCA B 8-1iporeccopubix cepsepax [233]. Ho Homep KOHKpeTHOI
MOJIe I Xeon OJIHOSHAYHO IIPUITUCHIBAET €€ K OIPeJIeJIEHHOMY BapUaHTY
OPEHJIOB. DTO MOXKHO yBUJETDH Ha pucyHke 20.

Ob1mast cucreMa HyMepaluu MOJeseil B BUJE UeThIPEX JeCSITUIHBIX
mudp LGmn, riae L osnagaer yposens npomneccopa (Platinum, Gold, Silver,
Bronze), G —HOMep HOKOJIEHUsI [IPOLECCOPOB (NN HyMepyeT KOHKDPETHBIE
SKU) paciupena nobasierneM 1esoro psaga cyddukcos (M. pucynok 20).
BosmoxkHOCTE 1puMenenus B pa3Hbix SKU pasHBIX aKCeJIepaTOpOB U UX
coyeTaHuil JJoOaBJsIeT yTOYHEHU JIJIsi KOHKpeTu3armuu SKU. DTo Halle/leHO
Ha JocTmkerne 3(hPEeKTUBHOCTU MCIIONb30BaHNs Pa3HbIX SKU B PA3HBIX Y3KUX
obsactstx npuMeneHus. L=8 mau 9 ozuagaer Platinum, L=6— Gold [235]. G=4
OTBEYAET YETBEPTOMY IIOKOJIECHUIO MACIITaOUpyeMbIxX mporeccopoB Xeon (Xeon
SPR), G =5— 5-my nokosernio (Xeon EMR).
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PucyHok 20. Cucrema nymepanyn Xeon SPR u Xeon EMR (pucyHOK
u3 [234])

Ha cymepkommnbiorepax u B Kiacrepax jist HPC game ucnosb3yorcs
[POIIECCOPBI € HAUBBLICIIMM ypoBHeM, Platinum (oHM B OCHOBHOM U paccMmaTpu-
BAIOTCsl JaJlee B JAHHBIX O IPOM3BOJAUTEIBHOCTH), XOTS MIUPOKO PUMEHSIOTCS
u Xeon Gold. Cydduxrcel, orBevarorniue opueHTannn nuMeHHo Ha 3a1adau HPC,
CpeJu JIAHHBIX IIPOIECCOPOB, MOXKHO CKa3aTh, OTCYTCTBYIOT.

Xorst B cincke cyddukcos umeercst M, cormacHo [166] opueHTHpOBaHHBIL
Ha cpezcrBa Maccosoit undopmanuu, U1 u HPC, B [235] HPC e ynomunatorcs.
JlaHHbIEe, MOATBEPKIAIOIINE AKTUBHOCTD [IPIMEHEHUs TaKUX IIPOIECCOPOB I
WU wm HPC, aBropy HemzBecTHBI. aie MOXKHO OBLIO BUJIETH MCIOIH30BAHNE
B 9TUX 00JIACTHAX U COOTBETCTBYIOIINX TECTAX IMPOU3BOAUTEIHHOCTH CY(DPUKCHI

H— nna paborst ¢ BJL nin cyddukes! st opuenTanum Ha o0JIadHbIe
TEXHOJIOTHUH,

Y — s IaaS,

P— st laaS ¢ HOBBIMNEHHBIMA TaCTOTAMH,

V— nna SaaS.

MozkHO 06paTUTh BHUMAHUE U Ha IPOIECCOPHI ¢ cydhdurcom (Q, OpHeHTHPOBAH-
Hble Ha YKUJKOCTHOE OXJIaXKJeHue (U COOTBETCTBEHHO (0Jiee BBICOKHE YaCTOTHI),
YTO BO3MOYKHO AKTYAJbHO JJIsl HEKOTOPBIX BBICOKOIIPOU3BOIUTEIHHBIX CEPBEPOB.
OHaKo Hy»KHO CMOTPETh Ha PEaJbHYIO MPOU3BOIUTEILHOCTL MOZEeH (CM.
paszes 4.1 nasee).

CuMBOJI + B KOHIIE HOMEDaA MOJIEIN 03HAYAET, YTO OHA MMEET IO OJHOMY
BKJIFOYeHHOMY akceseparopy DSA, DLB, QAT u IAA (cm. o Hux nasee
B paszeine 3.1.3). Ilonuoe omucanue cyddukcos umeercs B [235].

Ho BepHeMcst K 06IIMM XapaKTEPUCTUKAM MUKPOAPXUTEKTYPhI 3TUX
nokoJieHuil poreccopos. Kaxoe sipo u coorsercrytomuii pparment (slice)
kamra L3 (Intel mpesmoanTaer UCMoNb30BaTh TEDMUH KA TIOCJEHETO YPOBHS,
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LLC) mmeror cuenmasnsubnii 6ok CHA (Caching and Home Agent). On
COTIOCTABJIAET aJIpeca JOCTYIIA ¢ onpeaeteHapM bankoM LLC, koHTpo/Iepom
MaMATH WIH TOACUCTEMOf BBOJa-BHIBOJA, U JaeT NH(MOPMAIHIO O HEOOXO MO
MAapIIPYTH3AIAN JJIs TOCTUKEHUS ITyHKTA HASHATEHUS C MTOMOIIHIO MEKCO-
enuHenus cetku. «Pacupenenennoe» mocrpoenue scero CHA B mponeccope
[I03BOJIIET 00ECIIEYUTh MAaCIITAOUPOBAHUE C POCTOM HUHUCJIA UCIOJIb3yEeMbIX
Anep.

Takoii MEXaHU3M MO3BOJISIET YMEHBIUTD 3aJIePKKN 0OOMEHa JAHHBIMA
MEXKIy AJpaMK U K31IeM L3, IaMAaThIo M CHCTEMOI BBOJIA~-BBIBOJA 10 CPABHE-
HUIO ¢ HEOOXOIUMOCTHIO 00X0/1a KOJIBIEBOI0 MEXKCOEIUHEHUSI U, BO3MOXKHO,
KOMMYTATOPa MEKIy JBYMS KOJBIAMH B UCHOJIB3yeMOIl PaHee TOTOJIOT AN
MezKCOeIMHEHUs s1/1ep nporieccopo Xeon [233].

B kadecTBe HOBOro MEKCO€IMHEHH JJIS CBA3U MEXKIy MacIITabupyeMbIMU
nporeccopamu Xeon B cepsepe npumensiercs UPT (Ultra Path Interconnect). st
MTOJIKJIIOYEHNS K JIPYTUM IIPOIECCOPAM MOXKET HCIIOJIH30BATHCS M0 HECKOJIBKY
JIByHAIIpaB/IeHHBIX KanagoB UPI. B UPI nmpuMmeHsi€TCS TTPOTOKOJ KOT€PEHTHOCTH
home snoop Ha ocHoe Karasoros (B [233] upejcrasieHa 06 3TOM JOCTATOUHO
noapobuas uadopmanus). Jis npuMepa Ha pucynke 21 wurocrpupyercs
TOIOJIOTHsI MezkcoenHeHnus UPT 111 8-COKETHOI'O CePBEPA.

l:l Primary chassis
l:‘ Secondary chassis

8-way mesh topology with 4 UPI links

PucyHok 21. Tomonorus meKcoequHEHUs] B 8-IIPOIECCOPHOM
cepsepe Lenovo ¢ Xeon SPR (pucynok u3 [236])

DTa TOMOJIOTHsI OTHOCUTCS K IporieccopaM Xeon SPR, MMEOIHX 0 Y€ThIpe
kaHajga UPI, a B MacmTabupyeMbIX IpoIeccopax Xeon ¢ MeHbImuM guciom UPT
Ha miporieccop (Hampumep, B Xeon Skylake) Tomosorust apyrasi. B Xeon EMR
BO3MOXKHOCTB ITOCTPOEHUSI CEPBEPOB, UMEIOIINUX OOJIBIIE JIBYX COKETOB, HE
IO/IJIEP>KUBAETCS.

Jpyras akTyaJbHAsT HOBasi BOBMOYKHOCTb MACIITAOMPYEMBIX ITPOIECCOPOB
Xeon — ksacrepsl SNC (sub-NUMA clustering). SNC co3maeT HECKOIBKO
JIOMEHOB JIOKAJM3aliu B Iporeccope (3/ech B coorsercTBuu ¢ [233] nx
[PEJIIOJIAraeTcs [[Ba), 0To0pazkast aJipeca OJHOIO U3 JIOKAJIBHBIX KOHTPOJLJIEPOB
rnmaMsiTi B 0jiHO# nojiopuHe pparmenToB LLC 6/mxke K 3TOMY KOHTPOJLIEPY
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namsiTi. Ajipeca, orobpaykeHHbIE Ha JAPYTOM KOHTPOJIIEPE HAMSITH, IIPUBSI3aHbI
K dparmenram LLC B gpyroii nmosoBure mporieccopa. biaarogapst sToMmy
IIPOIIECChI, pabOTAOIINE HA sIIPAX B OJJHOM U3 JIOMeHOB SNC, UCIIOJIB3YIOT
maMsiTh U3 KOHTPOJLJIEPA MaMsITH B TOM ke jijoMeHe SNC u moJjiy4aror 6ojee
HU3KY0 33/1epKKy LLC u maMsTu mo cpaBHEHUIO C 33JIePXKKOM MPH JIOCTYIIE 33
npenaenasl aToro gomena SNC. JIisa paborsl B peskume SNC maMsITh JOIKHA OBITH
3aII0JIHEHA, CUMMETPUYHO.

SNC uMeeT yHMKAaJbHOE MECTOIIOJIOKEHNE It Kaxkaoro agapeca B LLC.
Jlokamuzarus anpecos B LLC s kazkmoro gomena SNC MpUMEHSIETCS TOJIBKO
K aJipecaM, OTOOPayKEHHBIM Ha KOHTPOJLJIEPHI IIAMATH B TOM K€ COKETe.

Takas kouduryparus ¢ gsyms pomenamu SNCO u SNC1 mpencrasiiena
Ha pHUCyHKe 22.

1x16/2x8/dxd
X UPIx20 @ 1x16/2x8/axa PCle @ 8GT/s 1x UPI x20 @ 1x16/2x8/4x4
10.4GT/s PCle @ 8GT/s x4 DMI 10.4fo: Pfr- ] SGfis

CHA/SF/LLC
-
=

SKX Core
||
1|l cHA/sFLE

SKX Core

{3
SKX Core

3x DDRA 2666

|| chaseae |

PucyHok 22. Kmacrepsr SNC B MacmTabupyeMbIX MPOIECCOPAX
Xeon (pucynok u3 [233])

Ksm LLC B MacirabupyeMbIx mporeccopax Xeon BOOOIIe CTajl HEMHKJIO-
3UBHBIM (paHee OH ObLI MHKJIFO3UBHBIM). JleTasbHee 06 M3MEHEHUH MePAPXUN
Kama cM. [233].

Cpemu 00IIUX amnmapaTHbIX CPEJCTB, UCIOIb3YeMbIX HECKOJBKUME MOKOJIe-
HUSMU MacCIITabUpyeMbIX MPOIECCOpPOB Xeon, B HacTHOCTH Xeon SPR, Xeon
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Max n Xeon EMR, 371ech TIOI€3HO YKa3aTh W HA CPEJICTBA BUPTYAJIU3AINN, B TOM
qucsie MacmTabupyeMyro BUPTYaJIU3aliio BBoja-BbiBoja [237]. Pacemorperue
9TUX CPEJICTB TPeOyeT MOAPOGHOrO aHAIN3a M 371eCh He MpoBojuTes. B [233]
IIPUBEJICHO €Il[e MHOT'O HOBBIX BO3MOXKHOCTEH MAaCIITaOUPYEMBbIX ITPOIECCOPOB
Xeon, KOTOpBIE 3]1€Ch JlayKe He YIOMUHAIOTCH. Mbl OrpaHUYININCH 3]1€Ch
TOJIKO T€MU ODIUMU BEIaMU, KOTOPbIE OY/LyT PACCMATPUBATHCH Jajiee It
KOHKPETHBIX OTHOCSIINAXCST K 0030py MOKOJIeHU Xeon.

3.1. Macwrabupyembie npoueccopbl Xeon 4-ro nokonexus (Xeon
SPR)

Eciu Xeon ICL ObLT MOHOJIMTHBIM IIPOIECCOPOM, TO B Xeon SPR mpume-
HAIOTCSl YUILIETHI. DTOT MPOIECCOP COJEPKUT 4 TUINTKHA, 00'beIMHEHHDBIE
¢ nomornpio Trexuonoruu 2.5D -Embedded Multi-die Interconnect Bridges
(EMIB) [238]. Yo comep:KuT KazK/ast IUIATKA, ONMCAHO JaJjee B paszeie 3.1.3.

OcHoBHBIE Hay4IHBIE ITyOJIUKAIMK COTPYAHUKOB Intel, kacaromuecss Mukpo-
apxurekTypbl Xeon SPR— 310 paborst [238] u [239]. B [238] paccmarpusaercs
B OCHOBHOM 00J1e€ HU3KUI yPOBEHD, MPUOJIMKEHHBIN K ITOJTYITPOBOTHUKOBOM
TexHojoruu. MbI IpUBOINM B 9TOM pas/iesie TOJIBKO Oojee OJIM3KYI0 K MUK-
pOapxXuUTeKTypHOMY ypoBHIO mHMOpMalun. OTMEeTUM 371eCh TOJIBKO, YTO
B Xeon SPR NMPUMEHSIOTCS CIENHAJIBHBIE METOJBI 00JIee BHICOKOTO, YeM MTPOCTO
ITOJIYTPOBOTHIKOBOTO YPOBHSI, ITO3BOJISIONIIE YCTPAHATH 1eheKThI U ITOBBICUTH
BBIXOJ[ TOJIHBIX K pabore mporeccopos [238].

B [239] umeercst MHOrO MHTEPECHON UHGMOPMAIUY JIJIs AHAJIN3a MUKPOAP-
xuTeKTypbl. HO yunThiBast 04eHb OBICTPhIE YCOBEPIIEHCTBOBAHUS, KOTOPHIE
Intel pemasia B cBOUX mporieccopax, Jiajgee aHaaIn3 B 0030pe 6a3npoBaiCs
B OOJIBIIEl cTereHn Ha 0ojiee HOBBIX U MOAPOOHBIX TEXHUIECKUX JTAHHBIX
¢ caiira Intel.

Maxcumasbroe ancso saep B Xeon SPR mo cpaBHennio ¢ Xeon ICL u
eMKOCTh K311a, L2 Bo3poc/in B OJITOpa pa3a; CyIeCTBEHHO YBEJIMINIACH 1
eMKoCTh Kamma L3 (eMm. tabuuiy 25 nasee).

Beoime ormedeno, uro Intel geMoHCTPUPYET OPUEHTAIUIO CBOUX MOJIEJIeiH
Xeon ux cyddukcom. Harpumep, ¢ cydpdpukcom N mpesrararorcsi OnTuMu-
3UpOBaHHBIE [l PaboThl ¢ cersiMu Xeon SPR [240]. Ouu nocraBisiorcs
B kKoudurypanusax co cpegaaum ducyioM ainep MCC (Medium Core Count) u
skerpemasbabiM KosmdectBoM siep XCC (eXtreme Core Count). IIporeccopsr
MCC mmetor 24-32 siapa Ha coker mpu momaoctn 165-205 Br, a mporeccopbt
XCC nmeror 52 sapa Ha coker mpu Mmortaoctr 300 B

Apxkoit ocoberHoCTHIO Xeon SPR gB/ISETCSA TO, ITO OHU CHAOXKAIOTCS €I11e
crenuaabHbIMU paspaboranubivMu Intel akceneparopamu, u dbupma mpemaraet
C BO3MOYXKHBIM IIPUMEHEHUEM Pa3HbIX aKCeJIepaTOPOB pa3Hble BAPUAHTHI
[IPOIIECCOPOB, HAIIPABJIEHHBIE HA PA3HbIe 0OJIACTH TPUMEHEHUSI.
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AxcenepaTopbl HaIE/EHbI HA TOBBIIIEHUE TIPOU3BOAUTEILHOCTH B OMpe/ie-
JIEHHBIX 00JIACTSX IMPUMEHEHHUsI, 9TO CIOCOOCTBYET (DOPMUPOBAHUIO MHOTOUMC-
JIEHHBIX PA3HBIX MOJIEJIEHl IMPOIECCOPOB, ONTUMU3NPOBAHHBIX Ha YETKUE U
YaCTO JOCTATOYHO y3KWe HaIpaBieHus paboTbl. HekoTopsie U3 akceaepaTopos,
KOTOPBIE MOTYT HCIIOJB30BATLCS Mporieccopamu Xeon SPR, BJIAIOTCS 3aMeHOit
nau MojiepHu3armeii mpuMmenssimxcs Intel panee. Ilpu 3ToM B pa3sHbIX MOAEIAX
Xeon MOKeT OBITH HE OJIMH, & JI0 UEeThIPEX AKCEJIePATOPOB, WJIM OHU BCE
BBIKJIFOYEHBI.

itst paboTsl ¢ akceaepaTopaMu HEOOXOINMO HCIIOIb30BATDH CIEINATLHOE
(B momosiHeHue K JpaiiBepaM) mporpammuoe obecredenue Intel, yacro pe-
aan30BaHHOE B Buae 6mOmorek. OUeBUIHBIM HEIOCTATKOM IIPUMEHEHMST
aKCeJIEPATOPOB SIBJISIETCST HEOOXOIMMOCTh MOJIEPHU3AINN KOJIa IIPUJIOYKEHU 1
rosiBjieHne pobJieM MEPEHOCUMOCTH TAKOI'O KOJla Ha JPyrue IIaTdOpMbI.
B 0630pe B cooTBeTCTBHUM ¢ €r0 00ITelt OprueHTaImeit akcemepaTophbl TOAPOOHO He
pacCMaTPUBAIOTCS, HO KpaTKas HHQPOPMAIUS O HUX TPUBOAUTCS Jajee BMECTE
C eMHUIHBIMA CCHIIKAME Ha TepBbIe TMOABUBIINECS PAbOTHI, JeMOHCTPUPYIOIINE
JIOCTUTAEMYIO IIPU UX ITPUMEHEHUN TPOU3BOIUTEHbHOCTD.

Eme ommoit ocobernocthio Xeon SPR siBiisieTcst OMAEP:KKa pabOTHI
¢ mocTostHHOHN namaThio Intel Optane. B wacTHOCTH, OpreHTAIMS HA BO3MOKHYIO
pabory ¢ Optane umeercst u B akcesieparopax Intel In-Memory Analytics
Accelerator (IAA). Oxgaako B CBSI3U ¢ 9KOHOMUYECKON Hed(DDEKTUBHOCTHIO
npoussozcTso Optane 66110 npexpaieno B 2023 roay®. Dtu annapaTHbIe
cpejicTBa B 0030pe HE PACCMATPUBAIOTCS.

3.1.1. Muxpoapxutektypa sigep 8 Xeon SPR

Ucnonbzyemast 8 Xeon SPR mukpoapxurekTypa sep —31o Golden Cove,
oHa npeemuuIa MukpoapxutekTypbl Sunny Cove B Ice Lake [241], u B nesiom
sABJIsIeTCs 0bIeit ¢ spamu Xeon Max.

Butok-cxema, nittocrpupyomias MmukpoapxutekTypy Golden Cove, npuse/ie-
Ha B [239]. Huxe Ha pucyHke 23 mpescTaBieHa O4eHb OJIM3KAS IO COIEPKAHUIO
OJI0K-CcxeMa, PYHKIIMOHAJILHOCTEH OOIBIMTNHCTBA OJJOKOB KOTOPOI TTOHATHA
un3 ux #HazBauuda. Ormernm ToabKO, uTo PO, ..., P11 npencrasasior coboit
[IPOHYMEPOBaHHBIE TTOPTHI.

Bech ananus mukpoapxurekTypbl Golden Cove 31ech ocnosan na [241], u
YJIydIIeHns] UMEIOTCS B BUJLy OTHOCHUTEJIbHO MUKPOApXUTeKTyphl siziep Ice Lake-
SP (Sunny Cove). B 0CHOBHOM 3TH yJIydIIeHNs] IPOSIBJISFOTCS KOJNYECTBEHHBIMU
IIOKa3aTeJIdAMU, HAIIpUMeED YBeJInIeHUEeM <«IIUPUHDBI» BbBIIIOJIHEHUA (LII/IC.Ha
[OPTOB B PA3JIMYHBIX GJIOKAX) MM €MKOCTU GJIOKOB.

32https://www.techpowerup.com/310819/intel-optane-still-not-dead-orders-
expanded-by-another-quarter, accessed 5.08.2024.
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PucvHok 23. O6mas GyHKIMOHAJILHOCTH KOHBEHEPOB si/Iep
¢ mukpoapxurekrypoit Golden Cove (pucynok us [241])

1.25MB Client / 2MB Server MLC ‘

B ouenn BakHOIT 1j1sT TPOU3BOAUTETLHOCTH COBPEMEHHBIX IIPOIIECCOPOB
¢ noyyiepxkkoit 000 dpporT-38,1 yactu Golden Cove mporryckHasi CllocOGHOCTH
KOHBelepa JeKOUPOBAHIs BO3POCIA B JIBA pa3a, 10 32 GaiiT/TakT, 1 KOJIUIeCTBO
JIEKOJIEPOB BO3pOCJIO ¢ 4 110 6, TT03BOJIsIA BBIIABATDH 6 JIEKOJUPOBAHHBIX KOMAH,]T
3a TakT. Ouepenp mexomuposanus komana IDQ (Instruction Decode Queue)
B Golden Cove moxker coxpaHsaTh 144 MUKpOOIIEpalluyd HA JIOTUYIECKUA
[IPOIECCOP B OJIHOHUTEBOM peXKKMMe (MU 72 MUKPOOIEPAIMH Ha HUTH [IPU
BKJIIOYCHHOM PEKNMe SMT). Pazmep ama Mukpoorepariuil yBeJInIuics, a ero
MIPOILYCKHAsT CIIOCOOHOCTH BO3POCJIA JI0 BOCBME MHUKPOOITEPAIIHI 38 TAKT.

Bruto yiryumnieno u npejcka3anne mepexoioB, 0OCOOEHHO /i paboanx
Harpy3ok ¢ 6osbimM oobemoM Koga. Emkocrs ITLB 6bu1a yaBoena— 1o 256
3anmceit st crparur pasmepom B 4 KB, u no 32 3anmceit fj1s1 crpanurg
pasmepoM 2/4 MB. Bouta ynyuriena o6paboTka HEBBITOJHEHHBIX TPOMAX0B
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crpaHul (CUTyaruil «upoMax [pu IpoMaxes ). MakcuMaibHas IPOILyCKHAs
CIOCOGHOCTH 3arpy3KHU yBeJU4IeHa ¢ 2 J10 3 3arpy30K /TaKT.

Emkocts kamma L2 B sape 6b11a yBesmaena 10 2 MB. B Golden Cove
OBLIIO TAKXKe YBEJUIEHO YUCJIO IIOPTOB JJIsi HCHOJHUTEJbHBIX 6J10K0B ¢ 10
710 12 (eMm. pucyHOK 23), a y HEKOTOPBIX M3 9THX IIOPTOB OBLIN PACIIHPEHBI
byHKIMOHAIbHBIE BO3MOXKHOCTH. B MUKPOAPXUTEKTYDE Spa UMEIOTCs U JAPYTHe
YCOBEPIIIEHCTBOBAHNSI, HAIIPUMED, B 3aBEPIIECHUN 00PA0OTKH MUKPOKOMAH]T
(retirement) — cm. Gosee mompobuO B [241].

Mo>KHO TIPOBOJIUTD MPSIMOE COMOCTABJIEHUE TTOJIOOHBIX KOJMIECTBEHHBIX
nokazareseit MmukpoapxutekTyp Golden Cove u Zen 4, BOCIOJIB30BABIINUCS,
HaIpUMED, JAHHBIMEU TAOJIUIBI 4 U UMEIOIIUMUCS B JIDYTUX UCTOTHUKAX,
CCBLJIKM Ha KOTOpBIe IpHUBEIEHb B pasieie 2.1 Boime. [lo HekoTOphIM U3 3THX
nokaszarejeii Golden Cove Jiyurie. Ho, Kak 0TMEYEHO BBIIIE, IIPOU3BOIUTEIIN
9acTO OMEHUBAIOT I(PDEKTUBHOCT CBOUX MUKPOAPXUTEKTYD UHTErPAJIBbHO,
nocruraembiM 3HadeHreM [PC. TIockoJIbKy MUKPOApXUTEKTYPa siIeP YaCTO
HCIIOJIB3yeTCsT He TOJIBKO B IIPOIECCOpax it cepepos, HO u s IIK, Tam sTa
BEJIMYUHA, C YIeTOM DOJIBIIEro KOJTMIeCTBa IPUMEHSIEMbIX II0CIIE[0BATEIbHBIX
[IpUJIOZKEHUit, OoJiee aKTyaJIbHA.

IPC 3aBucur oT HCHOIB3yeMOro it €ro BBIYUCICHUS TPUJIOKEHUS UIN
TecTa, ¥ COIOCTaBJIEHNSI HEKUX CPEJIHUX OIEHOK OrPDAHUYEHbBI II0 CYyTH, XOTSI
dupmbl gacto ceputaiores Ha nporpecc IPC B cBoux simpax. OGbIYHO nMeeTcst
B Bty IPC npu Beimosinenun Tecrop SPECcpu, xorst pesyibrars s SPECint
u SPECIp Gynyr orinuarbes (cM., Hanpumep, [242]). Omaudue 1ocTUraeMbIx
IPC mexay Golden Cove, Raptor Cove (MukpoapxurekTypsl siaep Xeon EMR)
u Zen 4 cocraBiser He 00Jiee HECKOJBKUX MPOIEHTOB. [losToMy miist cepBepoB
C paccMaTpUBaeMbIMH B 0030pe IPOIleccopaMu CpaBHUTEIbHBIN aHam3 [PC
si7lep He SIBJISIeTCs] TAKUM aKTYAJIbHBIM, U [IPSMOE COTIOCTABJIEHHE OTIEJbHBIX
GJIOKOB MX MUKPOAPXUTEKTYP 37€Ch He MPOBOJUTCS.

Ho MmbI yKaxkeMm Ha 110/1poOHOE collocTaBjienne MuKpoapxutekTyp Nvidia
Grace (Neoverse V2), Intel Golden Cove u AMD Genoa, nposesennoe B [13]. Tam
MIPUBOJISITCST HEKOTOPBIE TIOTEHITUABHBIE TPENMYIIIECTBA, MUKPOAPXUTEKY TPHI
Grace, HO aKTyaJIbHee CDABHEHHE JTAHHBIX JOCTUTAEMOl TTPOU3BOUTETHHOCTH.
Tam ormedeno, uyro Genoa mocruraer 78% OT CBOErO TEOPETUYECKOrO ITHKA,
MIPOITYCKHO CIOCOOHOCTHU MaMsITh, Toraa Kak cymepunil ¢ Grace nu Xeon SPR
nocruraior 87% u 90% coorsercrsento. Ho cormacuo manunim AMD B [121],
B 2P-ceprepe ¢ EPYC 9654 jocruraercs MakCUMyM, cocTasJstionuii 6oaee 85%
OT BeJIMYUHBI IMKOBOI IPOIYCKHOI criocobHocTH (CM. BbIme B paszene 2.4.2),
9TO BechbMa OJIM3KO K Tokazaresio s Grace.

B [13] cBepsincs u KOHKpeTHBIE Mojenn: 72-simeproro Grace ¢ 52-
snepabiM Xeon 8470 u 96-aaepuabiv EPYC 9654. Tam Ttakke mpuBoasaTcs
MHTEPECHbIE JAHHBIE O PEaJIbHOM CHUKEHUU TAKTOBBIX YACTOT (C IPUMEHEHHEM
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Typ6o-pekuMa B X86) HPH BBICOKUX BBIYMCJIUTEIbHBIX HAIPY3KAX, B TOM IUCIIE
¢ ucroJib3oBanuem cpeacrs AVX-512 npu pasimanom uucie syiep. 1lpu srom
gacrora saep Xeon 8470 crmkaercs ropa3zo cuiabHee, veM y EPYC 9654 kak
¢ upumenernem AVX-512; tak u 6e3, a y Grace yacrora 1mo4ru HeM3MeHHa.

31ech HYKHO TaKyKe OTMETUTh, 4To sijipa Xeon SPR obecrnednBaioT HOBbI-
MIEHHYTO MTPOU3BOIUTEIBHOCTE OJIATOIAPST TIPOTPAMMHUPYEMOMY KOHTPOJLIEDY
ylpaJieHusi nurasueM [238].

IIporteccop Grace Boobiie He momaepkuBaeT 512-OUTHYIO BEKTOPHYIO
apudumernky. B [13] npusosgTes pacueTHbIE JAHHBIE TUKOBOH MPOM3BOIUTE b
HOCTH JIJTsi MAKCUMAJBHO BO3MOYKHBIX 9aCTOT U ITOJIYYEHHBIX [IPU UX CHUXKEHUN
npu pabodeil Harpy3Ke Ha MakKCHMaJbHOM 4ucie sgep. Ho u npu takom
pacuere Grace CHIBHO OTCTAET IO MUKOBOH mpousBoauTesbaoctn FP64 ot
EPYC 9654. 1o coueraercs ¢ bosee nuskum TDP y Grace u Gosiee BbICOKOM
MOJJIEP>KUBAEMOI IIPOITYCKHOMN CIIOCOOHOCTBIO MCIIOJIb3YEMOM JJIsT pabOThI
¢ Grace 6ostee moporoii mamsitu LPDDRSX, 4ro u coorBercTByer opuentamnunn
Ha npuMenenne Grace TosibKo B cepBepax ¢ GPU Nvidia. Bes peaibabIx
JIAHHBIX O JIOCTUTaeMOU MPOU3BOJUTEIbHOCTH NPUJIOXKEHUN JaJbHeENIee
COIIOCTABJIEHNE CTAHOBUTCH HE aKTYaJIbHBIM.

B cepsepubix nporeccopax kpome IPC umeercst 60/IbIION psifl Apyrux
BaXKHEHNINX apPaAMETPOB — KPOME JIOIIYCTUMBIX TAKTOBBIX YACTOT U YUCJIA
sIJIEP 9TO, HAIIPUMED, SHEProNnoTped/IeHne U CTOUMOCTH, 3aBUCSIIIIAE U OT
uCIoyib3yeMoil Texuosiornu. Ho camMpIMu BaKHBIMU SBJISIIOTCS TAHHBIE O MTPOM3-
BOJIUTEJIBHOCTH (JJIsI OTJEJIBHBIX siJIep B MOCJIEI0BATEIHHO UCTIOTHSIEMbBIX
TecTax U NPUJIOZKEHUsIX) — 3TO PACcCMaTpUBaeTcd jajee B paszeie 4.1.

3.1.2. Pacwwupenus ISA B sgpax Xeon SPR

EcrecrBenno, Ha caitre Intel mmeercss MHOrO HCTOYHUKOB COOTBETCTBYOIIEH
uadopmarmn. C yIeTroM OpHUEHTAINE Ha YCOBEPIIEHCTBOBAHUS B AlllIapATHON
peasimzanuu Xeon SPR, KpaTkasi uHdOpMaIus o pacimmpenun [SA nmeercs
B [243].

ITonuoe pykoBoucTBO 1O coBpeMenuol ISA nmeercs B [244] (cMm. Tax-
ke [241]). Hanbostee BasKHBIM PACITHPEHUEM CHCTEMBI KOMAHJI, C HAIIEH TOYKH
3penus, apisiercss AMX. Ono opuenTuposano Ha 3agaun U (na rury6okoe
obyuenue u BbiBosbI Mogesieit ) u ucnosnb3yercs, nauunas ¢ Xeon SPR, B
qactHOCTH, B Xeon EMR u B P-spax Xeon 6. C marmeit Touku 3penusi, AMX
OYeHb BaXXHO U MMeeT OOJIbINe MepCIeKTUBLI Ha JlaJibHeliee pa3surue. AMX
MOKHO CUHTATh HEKO HOBOU MapaJurMoil MporpaMMHUPOBAHUS B X86.

AMX He TIPOCTO paCHIMPEHNE CUCTEMbI KOMAHJT, JIJIsSl €10 PEeAJTH3AINE UMEETCs
CIIeIUAJIbHBINA anmapaTHbiil 610K, AMX MOXKHO OTHECTH K aKCEJIePATOPAaM,
HO TakKe, Kak u AVX-512 (B omyimame oT ApYyTUX YIIOMUHABIIAXCS BBIIIIE
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yckopuredieil), 670k AMX umeercst B KaxkioMm siiape Xeon SPR. U camas
BazkHast mHdopMariug 06 AMX, 6e3yCJIOBHO, OTHOCUTCSI CUCTEMe KOMAH/I.
Konnenryanpaast 6J10K-cxeMa, OTHOCATIIAsCS K peasm3aruu AMX, nmpuBejena
Ha pucyHke 24, U UCIOJIb3yeTCs 3/1eCh IS MILIIOCTPAIIIN COOTBETCTBYIOMIEH
qactu [SA. .

Intel Architecture Tiles and Accelerator Accelerator 1 (TMUL)
Host e Commands  dmPp tmm0 +tmm1 * tmm2

-

Accelerator 2

- New state to be managed by the 0S.

A C ds and status delivered synch ly via tile / accelerator instructions

= Dataflow; accelerators communicate to host through memory.

PucvHok 24. KonnenryasnbHas cxema apxuTeKTypbl Intel AMX
(pucyHok u3 [243])

[Tonpobuas nudopmanus 06 AMX, Ha KOTOPOIt OCHOBAH JAJIbHEHIINN AHAIII3
3/1eCh, mMeeTcst B [245]. AMX npeiHasHAYAeTCsI 1715t PAGOTHI ¢ MATPHUIIAMY JIAHHBIX
B dopmarax BF16, FP16 u INTS, akryaneusix mjis 3amad U, u Bkarogaer 18e
OCHOBHbBIE KOMIIOHEHTBI. DTO HAOOP JBYXMEPHBIX PEIHCTPOB (IUIUTOK), [0 CyTU
IIPeICTABJISIIOININX TI0IMACCUBBI 13 60jIee KPYITHOTO JBYXMEPHOTO 06pa3a MaMsITH,
U aKceJlepaTop, CIIOCOOHBINA paboTaTh ¢ STUMHU IINTKaMu. [lepBas peajusariust
takoro akceneparopa Hasbaercss TMUL (tile matrix multiply unit) [245]. AMX
SIBJISIETCsI PACIIIUPSIEMOIl apXUTEKTY PO, IIpeIojarammneil 1o0aBaIeHrne HOBbIX
aKcesepaTopoB mwin hopMaTOB HaHHBIX, win ycoBepinencTrBoBanne TMUL mis
YBEJIMY€HUs IPOU3BOIUTEITHHOCTH.

AMX nepeuncisier nporpaMmMucty naaurpy (pallete) ommwmii, kKoTopas
YKa3bIBAaeT, KAK MOXKHO IIPOrPaMMUPOBaTh paboTy ¢ IMTKamMu. B Hacrosiee
BpEeMs MMEeTCs JIBe MAJUTPhI, OCHOBHOM )it MCIOJIb30BaHust AMX siBjisieTcs
nasurpa 1. OHa BKITOYaer HAOGOp M3 8 IUIUTOK-PETUCTPOB € MUMEHAMU
TMMO... TMMY7. Kaxxgast iimTKa UMeeT MaKCUMaJIbHBIN pa3mep 16 cTpok
no 64 6aidita (1 KB), oxHako nporpaMMHUCT MOXKET HACTPOUTDH KAXKIYIO [UIATKY
Ha MEHBIIe Pa3MepPhl, COOTBETCTBYOIINE UCIOIb3YEMOMY UM anropurmy [245].
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D10 ecTrecTBEHHO cooTBeTCTBYeT MaTpure 16x64 ¢ opmarom INTS i
16x32 ¢ dopmarom BF16. Nadopmanmio 0 MAKCHMAIBHOM KOJUIECTBE
MOJIJIEP>KUBAEMBIX IIATOK U MAKCHMAJIBHOM pas3Mepe ILUIUTOK JJIs KOHKPETHOI'O
HCTIOJIE3YEeMOTr0 0DOPYI0BAHUST MOXKHO TOJTyIuTh depe3 komanry CPUID.

Howmep nasmrpsr (palette id) u pasmepsl INIMTOK SIBJISIOTCS METAIAHHBIMHE,
KOTOpBIe XPAHSITCS BHYTPH €IIe OIHOTO CIEIMAJIBHOTO PErHCTPA YIIPABIICHUS
(TILECFG).ITocko/IbKY BBILOJHEHUE YIPABJIAETCS METAIAHHBIME, CYIIECTBYIO-
it gBondHbIin (aita Intel AMX MoXKeT HCIIOJIB30BATH [TPEUMYIIECTBA, OOJIBIIIX
pa3MepoB XpaHUIUIIA U OoJsiee Tpon3BoauTebHbIX 010k0B TMUL, BBIOpaB
camyto MorHyo naaurpy, ykazanayto CPUID u cooTBeTCTBEHHO KOPPEKTUDYSI
ka1 u yrkazareiab. TILECFG mporpaMmupyercst ¢ MOMOIIBI0 KOMAHIBI
LDTILECFG. Uznauaapao AMX BKIIO9ada 12 KOMaH, 3aT€M UX YHCJIO BO3POC-
Jio 710 17, B TOM 4ncjie u3-3a PACIINPEHHUs HCIIOIb3YeMbIX (DOPMATOB JAHHBIX.
DTU KOMaHIbI OCYIIECTBIISIOT OBIILYI0 HACTPOIKY, 3arpy3Ky /CoXpaHeHue
IJINTOK U COOCTBEHHO MAaTPUYHBIE OIlEPAIUN YMHOXKEHUS C IIMTKaMu. Takue
CJIOXKHBIE KOMAH/TbI, KAK MATPUIHBIE OIEPAIINH, TPEIIIOIATal0T MHOTO TAKTOB
quist ucnoyinernss B TMUL [245]. JTanHble 0 KOJIMYECTBE TAKTOB U BEJIMINHAX
3a/JIePXKKH JIJIs KoMaHt AMX uMmerorcst B [246].

st AMX mcnosib3yIoTCs U TEPMUHBI, AHAJOTUIHBIE TPUMEHSIEMBbIM ISt
OOBIYHBIX akcesepaTopos, Harpumep, s GPU. Tak, gacts mporeccopa u
UCIIOJIb3yeMasl UM IIaMATh UMEHYETCs XOCTOM (CM. pUcyHOK 24). Dror TepMuH
HCIOJIb3YeTCsl [IPU HAJIMYUU B cepBepax OOBIYHBIX aKCeJIepaToOpOB, B TOM
qucsie GPU. AMX mcXo/iHO HAIe/IeH Ha YCOBEPIEHCTBOBAHUS U BO3MOXKHOCTH
MaciirabupoBanust B Oy/ymem. Ha ganHOM pHCYHKe yKa3aHO J[Ba aKceJeparopa,
xorst B Xeon SPR nmeercs ogua TMUL. B 6ymyiem BO3MOXKHBI YTy dIlI€HAsT
TMUL u/win yBeJnueHne JuciIa akcereparopos [245].

Koman b AMX CHHXPOHHBI C IOTOKOM OOBIYHBIX KOMAaH[ X860, a KOMaHJIbI
3arpy3Kd /COXPaHEHUs IUIATOK 0OECHeYNBAIOT KOM€PEHTHOCTh OTHOCUTEIHLHO
HAMATH XOCTa. XOCT MOXKET UCHOJIb30BATH JIOObIE CBOU PEeCypPChl (HAIPUMED,
AVX-512) napasrensuo ¢ AMX [245].

Hamo mmeTs B Buay, ITO BO3MOXKHOCTL paboTh! ¢ AMX obecrieamBaeTcst
TOJIBKO JIOCTATOYHO HOBBIME BepcusiMu siziep Linux (ot 5.16.20 u Bbime). J1o
03HAYAET, YTO MOCTABJISIEMbIE B 9aCTO UCIOJIb3YEMbBIX B HACTOSIIEE BPEMS
mucrpubyrusax (manpumep, RHEL 9 u Bce coBmecTuMble ¢ HUM JuCTpubyTHBBIL,
SLES 15.4 u coorsercryionuit OpenSUSE, Ubuntu 22.04) sepcuu sijgep st
AMX ne mogxoast. Ho AMX nomumepxkuBaercs simpamu B SLES 15 SP6, Ubuntu
22.10 u Boimme u Fedora ot 36-it Bepcun u BhIIIIE.

Nwmerormuecs maHube 0 1OCTUTaeMON TPOU3BOIUTETHLHOCTH IIPU HCIIOJIH30-
Banuu AMX nyist 3asad I Ha mporieccopax Xeon SPR paccMaTpUBAaIOTCs JaJiee
B paszese 4. Boirre yxke roBOpuoch 0 BO3SMOXKHBIX HAPYIIEHUSX 0€30IaCHOCTH
B COBPEMEHHBIX Iporeccopax. B coorsercrsuum ¢ [247], AMX Takxke MOXKeT ObITh
HCIIOJIB30BAHO JIJIsl STOrO.
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Pacmmpenuii B ISA y Xeon SPR muOr0. YacTh HOBBIX KOMAH,[ COCPEIOTOYEHA
Ha apxurekType unrepdeiica akceseparopa (AiA). Ouu Berpoenst B ISA u
[IPEJICTABIIAIOT CODON YCOBEPIIEHCTBOBAHIE IPOIECCOPOB X806, IIpe/THa3HAMEHHOE
JJIsT ONTUMU3AIUN [IePEMEIeHNs JIAHHBIX OT aKCeJIePATOPOB K CEepBUCAM
xocta [243].

W3 npyrux pacimpenuii B [243] ormMedaroTcst HOBble KOMAH/IbI JJIsi
MIOJIZIEPKKY BUPTyaJm3alun u obecriedennst 6e3onacuoctu. [logpobroctn cM.
B [245,246].

3.1.3. Muxpoapxutektypa npoueccopos Xeon SPR

Mpbr HaUHEM aHAIM3 MUKPOAPXUTEKTYPHI Xeon SPR ¢ obrieil oTHOCAIIEH S
K 00J1acTu «BOKPYT 4-1r0 MOKOJIeHusT» mporeccopoB Xeon tabsmmbt 25. OHa
JIOTIOJIHSAET JaHHbIe Tadb/ull 23 u 24 u B 1eJIOM XapaKTepU3yeT U3MeHeHUs!
KOJIMYECTBEHHBIX [TOKa3aTeJell JAHHDBIX IIPOIECCOPOB, KOTOPbIE BO MHOTOM
U OIIPEJIEJISIOT IIPOTPECC, TOCTUTAEMBINE B COOTBETCTBYIOIIUX TOKOJIEHUSIX.
B Tekcre manee u B Tabsuiie 25 60JbITe BHUMAHUS Y/IEJE€HO TPOITYCKHBIM
CITOCOOHOCTSAM M3-33 UX BAaXKHOCTHU JJIS IPOU3BOIUTEIHHOCTH.

Yro Kacaercs BeJUYUHBI aJIpecyeMoii (pU3UIECKO U BUPTYAJIbHOMI
HAMSATH, TO JJIS TPAUIMOHHBIX JAIONIMX MACIITAOMPOBAHUE IO JBYX COKETOB
IIPOIECCOPOB Xe0on UCHOJIb3YeTCst H2 U 57 OUTOB COOTBETCTBEHHO, CTOJIHKO K€,
ckoiibko 1 B EPYC 9004. 910 npumenumo u it Xeon SPR B 4- u 8-COKeTHBIX
koudurypanusx (B nupeapiaymem nokoienun, Cooper Lake-SP, anpecyemas
HaMATh ObLIA MEHbIIIE).

MakcumasbHas Teoperuvieckas IpolryckHas criocobnocts (B, I'B/c)
MAMSITH W MEXKCOEINHEHUs] MEXKJIy IIPOIIECCOPAMHU PACCIUTHIBAECTCS U3 JAHHBIX
Tabsunbl 25 Mo 00bIIHON hopmysie

B=NxS8xW/8,
rae N —ancio kananos (mamsitn wian UPI), S— ckopocrs mepenaan (GT /s ps
UPI wiu oxHa Thicagnas or MT/s niua DDR), W — mupuna xanasia B 6urax,
nanpumep, 24 masg UPI B Xeon SPR u EMR n 64 mrr DDR4 nwim DDRGb.

Ucxonst nz nannbix Tabsmn 23, 24 u 25, nporpecc B Xeon SPR (910
COOTBETCTBEHHO BO MHOIOM OTHOCHTCH U K Xeon Max, cM. paszein 3.2) B nepByio
ovepeb MMPOSIBUJICA B CYIIECTBEHHOM YBEJIMYEHUHN IUCJIA SED, sl Iero
IIPUMEHSIJIACH U yCOBepIlleHCcTBOBaHHAast Texunosiorusi Intel. Ho orcraBanme
o aucyy sinep or AMD EPYC, kak U OTHOCUTEILHO UCIIOJIB3YEMOM JIJIst
npoussojictBa EPYC 1oynpoBoJHIKOBON TEXHOJIOTUU, COXPAHUIIOCH.

Bospociim takxke emxoctn xama L2 u L3. Beur peasimzoBan mepexosn
¢ DDR4 ua DDR5-4800. YuursiBast 60J1ee MeJIEHHBIIT POCT IIPOILYCKHOM
CHOCOOHOCTH MAMSITHU 110 CPABHEHUIO C IIPOU3BOUTEIHLHOCTHIO IIPOIECCOPOB,
9TH yCOBEPIIEHCTBOBAHUs B MEPapXUM MIAMSITH KpaiiHe BaXKHbI. BbLT Takke
pousse/ieH 1epexot Ha 1ojiepkky PCle 5.0, u cyIecTBEeHHO yBeJIHMYIEHO
qncyio smauii PCle.



TabmmA 25. XapakTepuCTHKH

3-ro, 4-ro u 5-ro moKosIeHuit MaciTabupyeMsix nponeccopos (MIT) Xeon

MIT rperbero noxosenns MII gerBepToro Xeon MIT nsroro
TIOKOJICHU ST [IOKOJIEHUS
Xeon ICL Xeﬁgkgcg(g)er Xeon SPR Max Xeon EMR
YHCI0 COKETOB 1,2 4, 8 1,2,4,8" 1,2
TexnoJsiorusi, HM 10 14 10
MaxkcuMaJsibHOE YUCIIO siJIeEP 40 28 60 56 64
I-xsm L1/D-kam L1 32 KB/48 Kb | 32 KB/32 KB 32 Kb/48 KB
Ksm L2 (wacTHblil mus sapa) 1.25 Mb 1 MB 2 Mb
Ewmkocts koma L3 (MakcuMyM) 60 MB 38.5 MB 112.5 MB [ 320 MB
TDP (makc.) 270 Br 250 Br 350 Br
Bur dusnueckoro,/ BUpTyasbHOro
B & / 52/57 46/48 52/57
Hucao KOHTPOJIIEPOB
namMsTH/KaacrepoB Sub-Numa 4/2 2/2 4/4 4/2
Twun namsaru DDRA4 DDR5
3200 (1DPC) 4800 (1DPC) 5600 (1DPC)
Cropocts nepezar, MT /s 3200 (2DPC) | 2933 (2DPC) 4400 (2DPC) 4800 (2DPC)
MakcrMaIbHOe YHCIO0 KAHAJIOB HMaMSATH 8 6 8
Pasmep mamaru HBM2E HET [ 64 I'b [ HET
MakcumaJibHOE 9rCjI0 KaHayioB UPT 3x20 6x20 4x24
Maxkcumanbaas ckopoctsb UPT 11.2 GT/s 10.4 GT/s 16 GT/s [ 20 GT/s
Bepcus PCle PCle v4 PCle v5
Maxkcumasnbroe anciio jgunanit PCI 64 [ 48 80

! Boustee 8 peanmsyercs uepes moguepxky xNC (cm. B pasgene 3.1.4). Haunubie u3 [49,50,238,243,248].

WALOUD XITHIUALUIOWhIIS 9LOOHINALAUTOIEMOdI U VARALIALUXdVOdIMUIN

16¢
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O6mmast 6J10K-cxeMa, UILTIOCTPUPYIOITasi MUKPOapXuTeKTypy Xeon SPR,
rpejicrasiiena Ha pucynke 25. Bece 6s10ku Ha 9TOM PHCYHKE IIOHSTHBL IO UX
nazparmio, a ChQ u Chl Ha Kpasx pUCyHKa 03HAYAIOT KAHAJBI TAMSITH.

B Xeon SPR BmepBble CTAJO UCHOJB30BATHCS MexKcoeamHeHue Intel
EMIB. Omno mpeomoJieBaeT OrpaHUYEHUE OJHON CeTKH M 00ecrevnBaeT
6osiee 3P HEKTUBHOE MaCIITAOUPOBAHUE O CPABHEHUIO ¢ MOHOJUTHBIMK
xoucTpykimsayu. EMIB npumensiercs Intel u ajist npyrux anmapaTHBIX CPeJICTB,
nanpumep, 1 pabotel ¢ FPGA. Boobue EMIB naBno u xoporno u3BecTHO
o nenoMmy psify mybaukanuii [249-252], a B Xeon SPR 6bUI10 IPOBEIEHO
COOTBETCTBYIOIEE YCOBEPIEHCTBOBaHue [238].

Pucynok 25 neMoHCTpUpPYyeT HAIUYHE JIO YE€THIPEX YUILIECTOB B PA3HBIX
Moziensax Xeon SPR. IIx npumeneHue, KaK BUJIHO U3 9TOIO PUCYHKA, O3HAYAET
naymane NUMA yrke B paMKax OJIHOTO IIPOIECCOPa, TIOCKOJIBKY Y KaXKI0ro
YUILIETa UMEIOTCsI CBOsI OJIM3Kasi MaMsiTh U COOTBETCTBYIONIUE ee KOHTPOJLIEPHI
Ch0/Chl. Ha camoMm iejie Takasi BO3MOXKHAs JIOKAJIU3AIHA OXBATHIBACT He
TOJIBKO MaMsATh, HO u Kol LLC.

UPI | Accelerators PCle

Controller

Memory
Controller

Pucynok 25. OcHoBHble 6J10KM MUKDPOapXUTEKTYpbl Xeon SPR
(pucyHok u3 [253], coorBercrByer npezacrasienHomy Intel B [239])

Intel ucronbayer myist namsiTu poreccopoB Xeon SPR TepMuH «I0MeH
yandurmposarHoro gocryna K namsatuy UMA (Uniform Memory Access) [243].
Omn obecrieanBaeT eUHOE AJPECHOE TPOCTPAHCTBO, KOTOPOE YEPEIYETCsS MEXK LY
BCEeMH KOHTPOJIIepaMu maMaTh. Ho u3 6JI0KoB obIIeil 111 BCero mporeccopa
maMsITH 1 6JIM3KUX K HUM YHILIETOB MOXKHO obpazoBarh NUMA-kiacrepol
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SNC, 0 KOTOPBIX y2Ke MOBOPUJIOCH BBINIE B HadaJje pasjena 3. Yuer NUMA
GJiarofaps IpUMeHeHnIo JIoMeHOB SNC 1o3BoJisteT 3 dEKTUBHO UCIIOIH30BATh
6oJiee HUBKME BEJIMIUHBI 33/I€PXKEK O0PAIIEHHs K JIOKAIBHO PACIIOIOKEHHON
gactu LLC u 6ymm3koii mamsitu. B coorBercTBUM ¢ PUCYHKOM 25 MOXKHO
JIOTUUecKy pa3buThb mporeccop Ha jpa (SNC2) min Ha derThipe Kiaacrepa (SNC4).

SNC maeT yHUKAJbHOE MECTOIIOJIOXKeHue JjTst Kaxkoro ajgpeca B LLC, u
B gomenax LLC ono me mybiupyercs. Jlokanusanus agpecos B LLC s
KaxKJI0ro jjoMena SNC IpUMEHSIeTCsI TOJIBKO K aJpecaM, COOCTaBICHHBIM
KOHTPOJLIEpaM MaMsTH B TOM ke cokere. Bce ajpeca, comocraBieHHbIE
C TAMSTBIO YIAJEHHBIX COKETOB, PABHOMEDHO PACIIPEJIENISIOTCS 10 BCeM DaHKaM
LLC mesaBucumo ot pexkuma SNC. IIpu ucnonpzoBanuu pexkuma SNC KaxKioe
SITPO, KaK 00bIYHO, mMeeT JAocTyn Ko Bcemy LLC mporeccopa.

ITpu pasbuenun na gersipe SNC mosydaeTcss «HAMOOJIee TOHKHIY ydeT
NUMA-ocobeHHOCTEI; 9TOT BapraHT N300parkeH HUKe Ha PUCYHKe 26.

Inted UP1 PCIE and CXL PCIE and CXL Intel UP1
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PucyHok 26. Biok-cxema Xeon SPR ¢ geTbipbMs SNC-oMeHAMM
(pucyHok u3 [243])



394 M.B. Ky3bMUHCKUI

Pucynok 26 siBisieTcst 60ojiee neTau3upOBAHHBIM, Ye€M PUCYHOK 25. B Hem
oTobOparkeHa TaKKe CeTKa, MCIIOJIb3yeMasi KaK MEXKCOeINHEHNE JJIs sijIep
uporeccopa [243].

EcrecrBenno, nmpaktudeckoe npumenerne SNC MOXKeT mOTpPebOBaTh MOJIEP-
HUBAIMIO TEKCTa UCIoJIb3yomero SNC mporpaMMHOro obecriedenusi, OObITHO
¢ npumenernem OpenMP. Ho Intel npeioxuiia erme 1Ba HHTEPECHBIX BAPUAHTA
Bo3mozkHOro yaera NUMA-ocobenHocTeit 663 TpOrpaMMHbBIX JI0PaBOTOK.
Takue BapuaHTBI ¢ pa3dueHnEM Iporeccopa Ha 2 U 4 9acTh HA3BIBAIOTCSI
COOTBETCTBEHHO IIOJIyIIaphe U KBaPAaHT.

[Iporeccop mmMeeT JOCTYI KO BCEM areHTaM K3IIMPOBAaHUsI U KOHTPOJLJIEPAM
namstTi. OJIHAKO HA OCHOBE XIMMI-(DYHKIMN KAXKJIbI JOMAITHUN areHT aBTOMa-
TUYIECKN 00ECIeINBACT MAPIIPYTU3AINIO areHTa KIMTUPOBAHNs HA OJIrmKaimmit
KOHTPOJLJIEP IMaMsITA B TOM Ke JioMeHe. KaK TOJIBKO IpoIeccop o0palaercst
K areHTy KJIIHPOBAHUS, PACCTOSHUE CBOJIUTCI K MUHUMYMY, IIOCKOJILKY OH
Beeryia OyIeT B3aUMOJIEHCTBOBATD ¢ OJIMKANRIIMM KOHTPOJLIIEPOM TTamMaTu [243].
Kaxk y»xe 0bLI0 OTMEUYEHO BBIIIE B HaYaje pasjie/ia 3, areHThl KIIMUPOBAHUS U
JIOMallHue areHThbl 00beuHeHbl B Ojiokax CHA. D1u npa pexkuma paboThb
¢ X3M-PYHKIUSAMA MOTYT JIaBATh 0OJIee BBHICOKYIO IIPOU3BOIUTEIHHOCTD
oraocure b0 UMA, HO, €CTECTBEHHO, HE TaK XOPOIIO, KAK HACTOSIIAs
kytacrepusaiusi SNC. ITo ymonmuanuio B BIOS ycraHoBjIeH Kak pa3 pexum
paboOThI ¢ KBAIPAHTOM.

OTHU peRMMBI, KAK U HACTOsAIIAsI Kiaacrepusanusi SNC, TpebyoT cummeT-
PHUYHOIO PACIIOJIOXKEHNS maMsThu. Keian cuMMeTpust IMEoIeiicst maMsTh
HEJIOCTATOYHA, JIJIsi PEXKUMa KBa[PAHTa, OYIeT IIPUMEHSIThCSI PEXKUM HOJIyChEPHI.
Ecnu e u 11 HEero cuMMeTpust TaMsITH He TOIXOIUT, TO OyaeT paboTaTh
UMA [243]. Besornocuresnbio K BapuantaM dbopMupoBanus SNC U naMsarhb, u
LLC ocrarorcst ipu 3T0M OOIIMMU JIjIsi BCETO IPOIECCOPA, IIPOCTO MOSIBJISIETCSI
BO3MOXKHOCTB «IIPHOPUTETHOI» paboThl ¢ Gyim3kumu kKomronenTamu LLC u
[TaMSTH.

Axceneparopsl. B pasnene 3.1.2 y2ke roBOPUIOCH PO apXUTEKTYPY
unrepdeiica akceseparopa AiA u po caMblil akTya bHbBIN 11 3aaa9
akcesiepatop AMX. Kpome Hero, Xeon SPR MOTYT UMeTb elrie 4 JPpYyrux THIA
akceseparopos Intel: TAA (In-memory Analytics Accelerator), DSA (Data
Streaming Accelerator), DLB (Dynamic Load Balancer) u QAT (QuickAssist
Technology). Huzxkecseayrommast Kparkast nHbopMmanus 6asupyercs Ha [243].

TAA moker yckopuTh paboTy € IMOMOIIHIO MPUMUTUBOB aHATUTHKA
(ckanmpoBanue, GUIBTPAIUS U T.JI.), CKATUSI PA3PEIKEHHBIX JTAHHBIX U
PaHKUPOBaHUs HaMaTu (memory tiering). 1o BazKHO 1yist pabOThL ¢ HOIBITHMU
nanubiMu u ¢ B/l B mamsaTu.

PamxxupoBanne namsaTu mpeamnosaraeT pasieeHne maMsaTH Ha PAa3HbIe
objacTu Jijis 0bJierdeHust yIpaBJeHus pecypcaMu. JacTo UCIOJIb3yeMble
(ropstume) JaHHBIE MOTYT HAXOAUTHCS B OOJIACTH, I/le IPOIYCKHAS CIIOCOBGHOCTD
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Iyist porieccopa 6oJiee BBICOKA, a MEHee MHTeHCUBHO MCIIOJIb3yeMble (X0JIOIHbIE)
JAaHHBIE MOTYT HaXOIWThCAd B obJjiacTu ¢ OoJiee MeJIEHHON IIPOILYCKHOM
CII0cOOHOCTBIO. [ Opsiune JaHHBIE MOTYT XPAHUTHCS B MAMSTH, & XOJIOTHBIE
JIaHHBIE — HA YKECTKOM JIUCKE.

TAA mMoXer UMeTh JI0 YeThIPeX IK3EMILISIPOB HAa COKET, KOTOPBIE JOCTYITHBI
JUIST BBITPY3KU JIAHHBIX U3 snpa mporeccopa. C TOYKU 3peHust IPOrpaMMHOTO
obecriedeHnst KaxK bl 9K3eMILISP IPECTABIIsIeT COOON CJIOKHYIO HHTEIPHUPOBAH-
Hyio koHeuHyo TouKy PCle. ITAA Takke mojmepKuBaeT OO0 BUPTYATIbHYIO
MaMsiTh, TIO3BOJIsisi YCTPOHCTBY pabOTaTh HEIOCPEICTBEHHO B BUPTYAJIBHOM
aJIPECHOM ITPOCTPAHCTBE MPUJIOKEHUN.

DSA sawmensier 6ostee crapyio Texuosioruio Intel Quick Data. Ou momoraer
pas3rpy3uTh OOIKe OMEePAINHN ePEMEINTEHNS JAHHBIX U3 SIEP IPOIECcopa,
KOTOPbIE MOTYT OBITh OOHAPY?KEHBI B MPUJIOXKEHUSIX XPAHEHNUS, THIIEPBA30PAX,
onepanugx ¢ nocrosuHoi namareio (¢ Intel Optane), ceTeBbIX MPUIOKEHUSAX,
OYMCTKE K3IIa OIEPAIMOHHON CHCTEMBI, OOHYJIEHUI CTPAHUIL U II€PEMEIEHUN
[TaMSITH.

DSA wumeer 10 9eTBIpEX 9K3EMIUISIPOB HAa COKET B 3aBUCUMOCTH OT MOJIEJIH.
O nonepKuBaeT mepeMelneHne JTaHHbIX MEXKy JTFOOBIMU KOMIIOHEHTaAMA
m1aT(OPMBI, BKIIIOYasT BCIO COBMECTUMYIO TIOIK/IFOUEHHYIO IIAMSITh U YCTPOHCTBA
BBOJIa-BbIBO/IA. Hampumep, 1o/i1epKuBaercs epeMelnenne JaHHBIX MeXK Ly
KS3IIIEeM IMPOIECCOPa B OCHOBHYIO TAMSTDH, MEXKJY KOIIIEM IPOIECCOpa U
ﬂOIIOJ’[HI/ITGJ’IbHOﬁ KapTOfI n MexKAy ABYyMd JTOIOJTHUTE/IbHBIMU KapTaMU.

[Tocko/ibKY B COBPEMEHHBIX BBIYHCIUTEIHHBIX CHCTEMAX YACTO IMPOUCXOIUT
orka3 ot npumenennsi HDD ¢ mepexomom Ha paboTy ¢ omepaTUBHON MaMSITHIO
(mampuMep, Ha CHCTEMbI 623 JAHHBIX B MAMSITH), U AKTYAJbHBIM MOXKET CTATh
npumenenne CXL-mamsitu, BaxkHOCT DSA MOTEHIMAIBHO MOXKET YBEJIUIUTHCS.
Pa6ora DSA ¢ CXL paccmorpena, HanpuMmep, B [254)].

Jpyrue BoamoykHoCTH DSA BO3HUK/IM U3-3a MPUMEHEHUsI JIBYX yPOBHEH
namstu (HBM u DDR) B Xeon Max, UCIIOJIB3yIONUX MUKPOAPXUTEKTYPY
Xeon SPR. Jlanubie 0 OOJIBIIOM yBEJTUYEHUN MTPOITYCKHON CIIOCOOHOCTH 3a CUET
npumenenus DSA B 2P-cepBepe ¢ 48-sinepabivu Xeon Max 9468 npu pabore
C OHOI WJIN HECKOJIbKUMHU HUTSIMU, UCIOJB30BAHUU OJHOI'O MJIM HECKOJILKHUX
DSA, ¢ mpuMeHeHHEM OHOTO WJIU JIBYX COKETOB TIOJy9eHbI B [255].

B coorsercTBunm ¢ [256], Ha 9TO B KauecTBe IpuUMepa BO3MOKHOIO 3 dhek-
tuBHOro npuMerennsi DLB ykaszaso B mokymenramuu Intel no Xeon SPR [243],
DLB —»st0 yecrpoiicrBo PCle, koropoe obecnieunBaer cbOailaHCUPOBAHHOE
[0 HATPY3Ke U YIPABJIEHNIO IPUOPUTETAMH ILUIAHMPOBAHUE COOBITHI (aKeToB)
O siIpaM /II0TOKaM IIPOLeccopa. DTOT ycKopuTedb B Xeon SPR pacosiozxkeH
BHYTPH IIPOIECCODA.

B [256] ykaseiBaercs na npumenenne DLB ¢ nomomnsio HaGopa 6ubianorex
¢ orkpbIThiM ucxoxabiM KogioM DPDK (Data Plane Development Kit), xorst ero
UCIIOJIb30BAHUE HE SIBJIAETCS HeoOXomuMbiM. OUTHMU3AIHA PAbOTHI ¢ CHCTEMOM
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ouepeieii, st dero npumenum DLB, ¢ Touku 3penus [256] akryasibha u3-3a
pOCTa aKTUBHOCTHU IIPUMEHEHUsI aKCeJIepaTopoB. JIpyroii BO3MOXKHOI 00/IaCTHIO
nctiosb3oBanuss DLB TaMm yKa3bpBaloTCd 318U ONTUMHU3AIINN Tpaduka
B TEJIEKOMMYHUKAIMOHHBIX 33/1a9aX.

QAT npennasznadeH [JIs yCKOPEHUs PEIeHNsT KPUNTOIPAPUIECKUAX 3a,/1a4.
Ho ecnin npeapinymume nokosenust QAT pacmosiarajiuchk B 9urcere, TO 3aTeM
QAT unepenecen B kopiryc nporeccopa. B QAT B Xeon SPR ObLIn yBeJIMIEHBI
ckopoctu mudposanus, pacmmudpoBku RSA u cxkarust TaHHbIX.

C Apyroii CTOPOHBI MOHSATHO, YTO UCIOJB30BAHUE aKCEJIEePATOPOB TpedyeT
He TOJIbKO IIPUMeHeHus Jpafiepos Intel, Ho n crerpapbHOrO MIPOrpaMMHOIO
obecrieuenus. OpuenTalus Ha pabOTy ¢ HUMU BBI3BIBAET HEIIEPEHOCUMOCTH
COOTBETCTBYIOINIETO KOJa Ha JPYTHE AlAPATHDLIE TIAT(OOPMBL.

C Hameil TOYKM 3peHusl MOTEHIMAIbHO 60Jiee BaXKHBIM, YeM [IPUMEHEHUe
B Xeon SPR akcesiepaTopoB (Kpome AMX), MOXKET OKa3aThCsl HAJIUYUE B ITUX
nporeccopax noepxkku CXL 1.1 [243], koropasi JaeT BO3MOXKHOCTD TOJICO-
equnenns CXL-mamMsaTu Kak BO3MOYKHOTO 9KOHOMHYIECKH 3(DMOEKTUBHOTO My TH
CIVIaXKMBaHUS PA3pbIBa MEXKJYy OCHOBHOU HaMsiThio u BHerrHeil. [locTosaras
naMsTh (B epByio odepensb Intel Optane), yaursisast u orkas Intel ot ee
JAJIbHENIIEr0 TPOU3BOJICTBA, ITOM MPOOJIEMBI He PEITuIa.

TDP u namenenne yactorbl. Makcumanbibie 3Hadenus TDP y momeneit
Xeon SPR B CpaBHEHWUHN C APYTUMHU TOKOJEHUSIME MACIITAONPYEMBIX IPOIECCOPOB
Xeon npusejieHbl B TabJmie 25, a B Tabsunax 23 u 24 TDP gas crapeit
mozenn Xeon 8490H comocraBiieHbl ¢ JaHHBIMU Jjis crapmux mMozeneir EPYC
9004. Xorst TDP it EPYC HemHOrO BbIllle, YUC/IO sifiep B CTAPIINX MOJEIAX
EPYC ropaszno Beime. OnipejiesieHHOE OTCTaBaHUE B IIOJIYTPOBOIHIKOBOI
rexnoJiorun Intel 7 ot ucnonpsyemoit mist npoussogcrea EPYC TexHomorun ot
TSMC, 6e3yciioBHO, BiusieT u Ha TDP.

IIpencrasienunie B Tabmumax 23 u 24 crapime momean EPYC Milan u
EPYC Genoa umeror 60jiee BICOKUE DA30BbIE U TYPOO-YaCTOTHI, YeM Xeon;
96-sepubiit EPYC 9654 Tak:ke numeer 60jiee BBICOKYIO TypPOO-4acTOTy BCEX
anep, 1em Xeon 8490H.

[ousTHo, yro Intel mpmtaraer GoJbime yCUIns MO ONTUMU3AINAN SHEPTO-
noTpebIeHrs U yIIPABJICHUN TPUMEHsIeMOl TaKTOBON 4acToTol. B mponeccopax
Intel Xeon SPR BBe/ieHbI HOBBIE ONTUMU3UPOBAHHBIE 10 IHEPIOMOTPEOIICHITIO
C-cocrosiust C0.1 u C0.2 (onu siBastrores nogcocrostausimu C0). Kak u
6osee riaybokue C-cocrosnusa (Cl, C1E, C6), BblosiHeHne MHCTPYKIUI
OCTAHABJIMBAETCS, KAK TOJBKO SJIPO TEPEXOAUT B OJIHO U3 ITUX HOBBIX
C-cocrostanit. HoBbie C-cOCTOSTHUST UMEIOT TOpa3/0 MEHBINNe 33/IePKKHI
BBIXOJIA, YTO BAYKHO JIJIsl YCKOpPEHUsI paboThl B OOBIYHBIX CETSIX, HAIIPUMED,
¢ ucnosb3zosannem 6ubanorekn DPDK [257].
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Yro KacaeTcss COOCTBEHHO PEryJUPOBAHMS YACTOT, 3TO UMEET OTHOIIECHUE
K P-cocrosiamsiv. Du cocrostaus B Xeon SPR MOI'YT JaBaTh CHUZKEHEE PADOIEro
HAIIPSI?)KEHUSI U YaCTOTHI siJiep U COOTBETCTBEHHO YMEHbBIIIEHHE MOTPebIsieMOoit
sueprun. Brinouenne min otkiodenne texuosoruu Intel Turbo Boost Bruser,
ecrecrBenHo, Ha P- u C-cocrosiaus (noxpobuee cM., Haupumep, [258]). s
JIOCTHMZKEHHsT MAKCUMAJIbHOM mpousBouTeibHocT Turbo Boost mpakrtuuecku
BCEr/ia BKJIIOYAETCs, HO €r0 MOYKHO OTKJIIOUUTH JIJIS JOCTHUYKEHHs Oosiee HU3KOIA,
HO IIPEJICKA3yeMOil MPOU3BOIUTEIHHOCTH.

Anpa Linux qas Xeon SPR mMeroT nBa pa3HbIX ApaiiBepa. Bo-mepBbix, 310
TPaUIMOHHBIN ApaiiBep acpi-cpufreq, ucnosb3yemsbrii moacucremoit CPUfreq.
Mmeromuecs B Heil pa3Hble PEryJIATOPHI OIMCAHBI BhIIIE B pa3zene 1.2, a ux
npumenenne B EPYC Zen 4— 8 paznene 2.2.

Hpyroit gpaiisep, intel pstate, peasmusyer nBa cBomx COOCTBEHHBIX
anroputMma. Anroputm «performances, peanuzoBaHHbIil intel pstate, moxox
na onnomMmenubiit asropurm B CPUfreq. Asropurm anroputM «powersaves
B intel pstate 6osbie moxox ma «schedutils 8 CPUfreq. Ilo ymomaanmio
zarpyzkaercs apaiisep intel pstate. g vCMTS (virtualized cable modem
termination system) B pekoMeHyeTCsl pabOTATh C PEryJIsSTOPOM «USErSpace»
B TPRIUIMOHHBIM [PANRBEPOM, IIOCKOJIBKY ITO IIO3BOJISIET UMETH HOJIHDBII
KOHTDOJIb HaJl HACTPONKOI dacToTs [257].

B xomamzamoii crpoxe Linux ¢ momompio mHcTpyMenTa python power.py,
jocrynHoro B penosuropun Intel CommsPowerManagement GitHub, moxuO
OTCJIEX)KUBATH U M3MEHATH HapaMeTpsl P-cocTostHuii.

B mpakTtudeckom miraHe aKTyaJbHBIM YCOBEPIIEHCTBOBaHHEM B Xeon SPR
Hago orMeTuTh mosiBiienne B BIOS cmermmasnbaoro pexxknma «Optimized Power
Mode» (OPM), KOTOPBI# II03BOJIA€T UMETh BBICOKYIO IIPOU3BOAUTE/IbHOCTD IIPU 3a-
METHOM HOHMKEeHUH dHepromnorpebienus (cM., Hanpumep, [259]). Miunocrpanus
3P PEKTUBHOCTU €ro IpUMEHEeHUsI IIPUBeIeHa Jajee B pasaere 4.1.

Buptyanusanusi. PaccmorpenHbie BbIllie 0COOEHHOCTH ITPUMEHEHUST
NUMA B Xeon SPR, 6e3yCJIOBHO, OTParXKarOTCs B PEAJIbHOM KCIIOJIb30Ba-
HUW CPEJICTB BUPTYAJIM3AINN, TOCKOIBKY 9TO CIOCOOCTBYET €CTECTBEHHOMY
00pa30BaHMI0 BUPTYabHON MaruHbl Ha KaxkaoM NUMA-yaie.

Tak, HanmpuMmep, 3HAMEHUTHIN B OusHec-cepe IporpaMMHBIN ITPOILYKT
SAP HANA, koropslii paHbliie obeciieduBaJi paboTy Ha 2P-cepBepe JIByX
BUPTYAJbHBIX MAIIWH, TEHEPb HOJAEPKUBAET PAOOTY C BUPTYAJIbHBIMHI
ManmHaMu B pexkumMe SNC2, 1o J1Be BUPTyaJjibHbBIE MAIUHBI HA, IIPOIECCOD U
COOTBETCTBEHHO YeThIpe — Ha cepsep [260].

Intel BoobOmIe OTIIMYaeTCS OrPOMHBIM HAOOPOM 00J1acTell, B KOTOPBIX (bUpMa
JOCTUTAET yCIIexoB. B 00acT BUPTyaIu3aIuyd BOOOIE MOYKHO YIOMSHYTh
vRAN (pasBeprbiBanue cereili BUPTYaIbHOIO pajMogocTyna), ais dero Intel

33nttps://github.com/intel/CommsPowerManagement, accessed 18.11.2025.
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coznasia creruasbabie cpejacrtsa VRAN boost, u crieruaiunsuposanabie Xeon
Sapphire Rapids EE. Ograko Bce 3T0 cOBCeM He MONAIAET B TEMATUKY
JIAHHOTO 0030pa.

Texuomorus Bupryanuzarmu Intel VT-X, Bkirogaomas 1 CooTBETCTBYOIITIE
komaHpl B ISA, VMX (virtual-machine extensions), cyimecrByer o4eHb JaBHO 1
CUJTHHO pa3BUINCh 3a MHOrHe rojapl. B VT-X Takke OvUeHb JABHO UCIIOTB3YETCs
rexHosiorus BupTyaiausanuu tabaui crpanun EPT (Extended Page Tables).
K nacroamemy Bpemenu VT-X mMeer oueHb MHOTO Bo3MoxKHOCTeH. Muorue
U3 HUX UMEIOT aHAJIOTH B Ipoleccopax Zen-4, u ObLIn KPATKO PACCMOTPEHBI
BbIIIe. 37IeCh MbI OCTAHOBUMCS TOJBKO Ha MOCJIETHUX YCOBEPIIEHCTBOBAHUSIX
B 9TOMI ObJsiacTu, mMmeronuxcsd B Xeon SPR, koTropsie orHOCcATCst K VTI-d
(Virtualization Technology for Directed 1/0), mobassiroreit HOBbIH ypOBEHb
AmMapaTHON TOJIEPKKY BUPTYAJIU3AIA YCTPOICTE BBOIA,/ BhIBOAA [261].

VT-d ucnosb3yer, B TaCTHOCTUA, BUPTYAJUIAIIAIO MEXKITPOIIECCOPHBIX
upepbiBanuii IPI (Inter-Processor Interrupts). IPI—3ro gacts Texaosorun
pupryajusanuu npepbiBanuii Intel APICv, anajorom xoroporo siBiisiercs AMD
AVIC. TPI crabuiibHO TOIEP:KUBAETCS TOJBKO HOBBIMU BepcHsAME sjiep Linux
(or 5.19 u BbIIIE).

Intel B cBoeM ocHOBHOM TexHHYECKOM JOKyMeHTe 0 Xeon SPR [243| yka3bl-
BaeT Ha MOsBUBIIMYIOCS B 9TUX MPOIECCOPAX CBOI HOBYIO TexHOjOrmio Scalable
IOV, 3amenuBIIyI0 paHee CyIIeCTBOBABIIYIO TEXHOJIOIUIO BUPTYaJM3aIIAN
BBOsIa-BBIBOIa SR-IOV, npeoctaBuB ruOKy0 KOMIIO3UIIAIO BUPTYAJIbHBIX
GMYHKIHIA ¢ UCIIOJB30BAHNEM TPOIPAMMHOIO ODeCIedeHns COOCTBEHHBIX
aIlapaTHbIX THTEPQECOoB.

Ecmu SR-IOV peasnuzyer moJiabiil nHTEPdEIC BUPTYAJIBHBIX (DYHKITHIA,
Scalable IOV BMmecT0 3TOr0 HCIHOJB3yeT OOJIErYeHHBIN HHTEPQEC, OITUMUA3UPO-
BAHHDIN JJIs OBICTPBIX OMEPAIHIl C IYTSAMH [I€PEIadn JAHHBIX JJIS IPIMOTO
nocrtyma co croponbr rocts. Intel Scalable IOV jierko B3aumomeiicrByer
¢ PCle nwmu CXL dgepes uaenTuduKaTOphl apeCHOTO IIPOCTPAHCTBA, IIPOIIECCa,
[I03BOJIsISI HECKOJIBKUM I'OCTEBBIM OIEPAIMOHHBIM CACTEMAM OJHOBPEMEHHO
ncnosib30BaTh yerpoiictea PCle mwian CXL. Intel Scalable IOV mommepxxu-
BaeT TaKXKe BCe aKCeJiepaTophl, MPUCYTCTBYIOIMe B Xeon SPR, u JiroObie
JucKpeTHbIe akceneparopbl. Ho Scalable IOV Tpebyer momiepKKu co CTOPOHBI
OIIEPAIIMOHHBIX CUCTEM U JIUCIETYEPOB BUPTYaJbHBIX Mainuu [243].

Bezonacuoctb. B Xeon SPR fy1a anmapaTHON TOAAEP:KKHA 6€30MACHOCTH
npumensierca HoBag Texuosorus Intel, TDX (Trust Domain Extensions).
Cpecra obecrieyenus 6e3omacHoct B EPYC Zen 4 Bkpartiie paccMaTpuBaJIiCh
BBIIIIE B pasjese 2.2.

WccnenoBanus cpencTs 6€30IIaCHOCTHA BCEX COBPEMEHHBIX IIPOIIECCOPOB
SABJISIIOTCS aKTHUBHO PA3BUBAEMON HAYIHON 00JIACTHIO. DTH CPEJICTBA Or'pa-
HUYEHHBIM 00pa30M OTHOCSTCSI K IIPOU3BOIUTEIHOCTU U3-3a UX PEJIKOrO
npuMenenusi, Hanpumep it HPC. OHE cOOTBETCTBEHHO HE pACCMATPHBAIOTCS
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B pa3jiesiax 0030pa, Iie COIOCTaBJISeTC s IPON3BOIUTEBHOCTD aHATUN3UPYEMbIX
B HeM IporieccopoB. [oaroMy HeGOJIBIIOE CpABHEHNE ITUX AIIIAPATHBIX CPEJICTB
paccMaTpPUBAEMBIX IIPOIECCOPOB IEIECO00PA3HO TPOBECTU 31€Ch.

BO BBEJIECHUU y2Ke 0TMe4daJIOCh, YTO aTaKW, IIPUBOJAAIINEC K HAPDYIICHUAM
6e30I1aCHOCTH, BO3MOYXKHBI J[JIsl IIOYTH BCEX COBPEMEHHBIX CYIIEPCKAISIPHBIX
IIPOTIECCOPOB. YKAayKeM 3/IeCh Ha eIe OJUH BAPUAHT ATAKHU JIJId TAKUX
nporieccopos, Downfall, u coorsercrBytomyo mybrukamuio [262]. Kax
ormeueHo B [262], Intel yreepkaaer, uro Xeon SPR 9TUM He 3aTPOHYTHI.
B AMD Zen 2 npeasapuTebHBIE TECTHI HE BLISBUJIA yTEUKH JAHHBIX, HO
aBTOPHI [262| MIIAHUPYIOT MPOJIOIKATH MCCIIEI0BAHUS TIPOIeccopos Intel n
JIPYTUX [IPOU3BOJIATEJIEH.

PaccmaTpuBaemble 3/1ech anmapaTHbIe CPEICTBA ObecTIedeHnst 6e30IMacHOCTI
OPHEHTHPOBAHBI B [IEPBYIO OYEPEib HA BUPTYAIU3AIUIO U OOJIATHBIE TEXHOIOTUH.
Intel, mpesmoKuB /1151 CBOMX TPOIECCOPOB cpejicTBa beszomacHocTn SGX
(Software Guard Extensions) panbine apyrux mnpoussogureseii, B 2015 rosuy,
chopmynupoBaia B KadecTBe OCHOBBI CBOEH IMapaJiurMbl KOHMUIEHITHATHHBIX
BBIUKCJIEHUI YeTKYI0 OPUEHTAINIO: Te, KTO KOHTPOJIUPYeT IIaT(dopMy, U Te,
Yy KOTo ecTh 0OpabaTbiBaeMble JIaAHHBIE Ha IIAT(MOPME, SIBJISIOTCS JTBYMSI
OT/IEJIbHBIMU CYIITHOCTSIMU. B TO BpeMst Kak OOBIYHO BJIaJIEJIel] IAT(MOPMBI
UMeeT MOJIHBIN JOCTYI K TOMY, 9TO obpabarbiBaercs Ha miaTdopme [263].

Bupryamusanus u npuMenenue ee 1jist 00JIAYHBIX TEXHOJIOTHI, €CTECTBEHHO,
MMOTHUMAIOT BOTPOCHI obecrevdenusi 6€30IMacHOCTH Ha Topa3mao bosee HoJtee
BaKHBIIT YPOBEeHb. B KavecTBe WLIIOCTPAINN YKaXKeM, 9To, 1o JaHabiM IBM,
82% yTedek JAHHBIX OTHOCWINCH K XPAHSIIUMCS B o0sake JaHHBIM [264)].

st caMbIX pa3HbIX TEXHOJIOTHH obecretdeHnst 6e30ITacHOCTH OOIIITM
sisiercst Tepmud TEE (Trusted Execution Environment). Cpencrea st
TEE mo/KHBI rapaHTUPOBATh KOHMUIEHIINAIBHOCTD U 3AIUIIEHHOCTH
OT HECAHKITMOHUPOBAHHOI'O [OCTYIIA, & TAK2Ke OBITH HEBOCIIPUUMIUBBIMI
K Pa3JIMYHBbIM THUIIAM aTaK. Bpllie yke ObIJIO OTMEYEHO, YTO FaPAHTHH ITOTO
ITOKA JIOCTATOYHO COMHUTEJIbHBI, TIOCKOJIBKY IIOSIBJISIFOTCSI JIAHHBIE O BCE HOBBIX
HapYIIAIX 6e30IacHOCTh BapuaHnTax atak. Ilostomy cpencrsa mis TEE
00eCIIeunBaIOT CKOPee TOJIBKO OIPE/IeJIEHHbIE TUIILI M YPOBHU O€30I1aCHOCTH.
Cpencrsa 6e3onacuoctu B mnporeccopax ARM, u SEV 8 AMD EPYC, u Intel
SGX orrocarcs k TEE.

K BakmeimuMm mokaszaresisiM anmapaTHbIx cpeacTs wid TEE orwHo-
CHTCsI HE TOJIBKO JIOCTUTaeMbIil YpOBEHb ObecriedeHnst 6€30I1aCHOCTH, HO 1
TO, HACKOJIBKO 9TU CPEJCTBA MOTYT BBI3BIBATH ITOHMKEHUE JOCTUTAEMOM
[IPOU3BOIUTENHHOCTU. B KadecTBe mpuMepa pabOThl, IOCBSAIIEHHON BIIASHUIO
ux Ha npoussojuTesnbHOCTh 11t HPC, ykaxkem [265]. 1 HeoGxomumo cpasy
ormeTuThb, uTo npumenenue u Intel SGX, u AMD SEV npogemoncTpupoBaio
B [265] BO3MOXKHOE OU€Hb CUIBHOE MOHUZKEHHE [IPOU3BOUTEbHOCTH.
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Intel SGX 6aszupyercst Ha U30JIIUK W MIPPOBAHAN YacTel KOJa, KOTOPbIe
00pabaThiBalOT KOH(UIEHIINAIbLHBIE JaHHbIe B mpuaoxkenuu. Jlannubie mudpy-
I0TCS U JIEUMPYIOTCS ¢ MOMOIIBIO XOPOIIO U3BECTHBIX KPUITOrpAdUIECKUX
AJIrOPUTMOB HaJjieTy (IIepejl 3aliChi0 B HAMITh CUCTEMbl MJIU [IPU YT€HUH
u3 Hee). HemHOro unasi crparerus —3To U30JAIUA U IMA(DPOBAHUE TAMSITH
BCeil BUPTYaJbHOI MauHbl, uro ucnoib3yercs B AMD SEV [266].

Cpencrea SGX ¢ TOYKHU 3peHUs] JJOCTUTAEMOT'O YPOBHS 0€30IIaCHOCTH
HEPEJIKO CUUTANIUCH JIyUIIMA — CM., HapuMmep, [264,267]. Oxxako n3secTHa,
nanpumep, araka CipherLeaks, B koTopoii Hapymaercs 3amuta u SGX, u SEV
(cm., manpumep, [268]).

B kadectse menmocrarka npumenenns SGX 9acTo yKa3bIBAIOT, YTO ITO
TpebyeT MOAUMUKAIINT KO/Ia MPUJIOXKEHUN 1 BO3IaraeT Ha UX pa3pabOTINKOB
OTBETCTBEHHOCTH 32 HAIIMCAHME YCTONYMBOIO K arakaMm Koja [266], u mosromy
€ro CUNTAIOT CJIOKHBIM JIJIsl UCIOAb30BaHust [264].

Ho npuuwmnoit orkasza Intel or SGX u nepexoma B Xeon SPR Ha mpuMeHEHUe
rexuosiorun TDX (Trust Domain Extensions) Gbi10, CKopee BCero, orpaHuIeHue
pasmepa GesonacHol namsaTu [264]. Dto genano SGX HenpuemieMbIM JJIs1
sagaa HPC [265].

AMD, ucnosibzosasias B SEV (¢ 2016 roga) crpareruio Ha OCHOBE
U30JISIAN TAMSITH BCEl BUPTYaAJIbHOM MamuHbl, yiaydmaia SEV yxke qBax b
B 2017 roxy no SEV-ES (Encrypted State), a B 2020 rogy — no SEV-SNP
(Secure Nested Paging) [266]. 91u rexHos0rnu KpaTKO PACCMOTPEHBI PaHee
B pazjeire 2.2.

TMostBuBmasicss B Xeon SPR wosasi Texuosorust Intel TDX, kak u AMD
SEV, mo3BoJisier pa3BepThIBaTh AIIaPATHO-U30JNPOBAHHBIE BUPTYAJIbHBIC
MmarmHbl, Koropble B TDX HasbiBatoTcs jomeHamu jgosepust (Trust Domain,
TD). Hanbreiimee pacemorpenne TDX 31eck ocHoBaHo Ha [263| n nocseanem
HA MOMEHT MOATOTOBKH 0630pa omucannu TDX [269)].

TD, HOBBII THUIT TOCTEBOI BUPTYa bHOM MAIIUHDBI, PACIINPIET UMEBIITHECS
panee Bozmoxkaoctu VMX (ymomuuasmerocs Bbiile pacrmpenus [SA s
VT-X) n MmHOrokm09eBoro nosroro mudposanus mamarn MKTME(Multi-
Key Total Memory Encryption), obecrieunBas annapaTHyio U30JISIUIO
BUPTYaJIbHBIX MAIMH TAKXKe OT CPeJIbl XOCTUHTa. Jlaxke mpu MOJHOM KOHTPOJIE
HaJI MEXaHIM3MaMU YIIPABJIEHUsI XOCTOM CO CTOPOHBI MOHHTOPA BUPTYAJIBHBIX
mamua VMM /runepBusopa HeIb3s MOJLYYUTh JOCTYI K JIUIHON nHdopMayn
BUPTYAJIbHBIX MAIKMH, KAK 9TO OBLIO PAHBIIE [IPU BUPTYAJU3AINHA B 00JIATHOM
xocrunre. Ormernm, uro MKTME Berpoen B KouTpoJuiep namaru [38).

[MporpamMubIil KOMIOHEHT, KOTOPBIH yipasisger TD, Ha3piBaeTcst MOJyJIeM
TDX. B Xeon SPR B TDX mnostBusics HOBBIH 115t X86 pekum 0€30I1acHOTO
apburpazka SEAM (SEcure Arbitration Mode), KOTopblil HyKeH Jjig U30JI1AI
Moyt TDX oT Bcex mporpaMMHO-AIapaTHBIX KOMIIOHEHT, HE BKJIFOUEHHBIX
B 6a3y gosepennbix Bbrauciennii TD, TCB (Trusted Computing Base).
Xeon SPR ¢ TDX paspemiaer jgocryn K auaiia3ony mamata SEAM Tosibko
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IporpaMMHOMY O6eCHe“IeHI/IIO7 BBITOJIHAIOMIEMYCs BHYTPHU JUalla30Ha ITaMATH
SEAM, a Bce jgpyrue mporpaMMHbIe JOCTYIIbI U MPSIMO# JIOCTYIT K HaMSITH
(DMA) ¢ ycTpo#CTB K 9TOMY JMANA30HY HAMSITH IPEPBIBAIOTCSL.

B mnanazone mamsaru SEAM obecnieunBaercst KpunTorpaduyeckast 3aIuTa,
KoHduIeHIa bHOCTH ¢ ucnoiab3oBanneM AES B pexkume XTS co 128-6uTHbIM
KJIF0UOM miunppoBaHusi namsT. MoxKeT IpUMEeHsSITbCS OJIUH U3 JIBYX JOCTYITHBIX
PEXKUMOB 3aIUTHI IejIocTHOCTH mmaMsiTu. OHa MoxKeT ObITH ObecnedeHa Jinbo
(o ymosruaHuio) Kpunrorpaduaeckoi cxeMoii 3amuThl, Jub0 UCHONB30BATD
CXeMY 3allUThl JIOTMIECKO IE€JIOCTHOCTH.

Cxema KpUITOrpadpuIecKoil eJIOCTHOCTH UCIIOJIb3YeT 28-0UTHBII KOJT ayTeH-
rudukanun coobmenuit (MAC) Ha ocHOBe Kpunrorpaduueckoit xer-QyHKIuI
SHA-3, a cxema 3allUThl JIOTMYECKON [EJIOCTHOCTH NPEIHA3HAYEHA TOJBKO JIJIst
[IPEIOTBPAIIEHUS JOCTYIIa K IPOIPAMMHOMY OOECIIEIEHUIO XOCTa,/CUCTEMbI
(tam ucnosb3yercs oxuH 6uT BaajgeHns TD).

B pesysipraTe pabouas HArpy3ka moJrydaer BO3MOXKHOCTH IIPUMEHSTH
SEAM (He3aBUCHMO OT HUCHOJIB3YyeMOl €10 00/ 1auHO0l MHMDPACTPYKTYDbI) s
obecrieuenusi 6ojiee GE30MACHOTO JIOCTYIIA K PA3HBIM ITPOrPAMMHO-ANIAPATHBIM
KOMIIOHeHTaM [38,263].

Kpowme toro, TDX Brirodaer cpencrBa yIaJeHHON aTTECTAINH, TO3BOJIS-
IolIeil poBepsoNIeii cropoHe (HAIPUMep, BJIaJe/bily paboueil HArPY3KH )
YCTAHOBHUTH, 9TO Pab0Ovast HArPY3Ka BBIMOJHSETCs Ha IIAT(HOPME C MOIIEPKKON
TDX, pacnosioxkernnoit B TD, eme f10 npegoctaBiieHust JaHHBIX 9TOU pabodeit
HArPY3KU.

Hannoe uzioxenue 3xech, Kax u [38,263], ocaoBanbl Ha TDX 1.0. Intel
IIPEJICTABIJIA COOTBETCTBYIOINE €if ITOIPOOHbBIE JTaHHbIE /JIsi TPOBEICHUS
uccaegosarenbckux ucnbiranuii Google, Microsoft u NCC Group (3namenuToit
3aHUMAaOIIeiica Knbep6e30nacHOCTHIO KOMIIAHUY) eIle J0 HAdaJa II0CTABOK
Xeon SPR. Oum uzy4asu Bo3moxkuoctu TDX Ha mpemmer coorBeTCTBUS
TpeboBaHUsAM 0E30ITaCHOCTBIO, U TpenocTaBmm Intel morydenubie manHbIE,
Ha OCHOBE KOTODPBIX (pUpMa MPOBEJA U HEOOXOIUMBIE YCOBEPIIICHCTBOBAHMS.

Haunbosiee n3BeCTHBIM M3 9TUX UCHIBITAHUI CTAJIO0, BEPOSITHO, MCCJIEIOBAHIE
B Google, mpoBouBITieecs: B TedeHne 9 MeCIEes, MOJIPOOHBIE PE3YJILTATHI
KoToporo Geun omybsukoBanbl B [38]. Tam 6bu1 npoBepen 81 BekTOp arak, 4To
JIaJIo, B 9acTHOCTH, 0K0JI0 10 yaszsumocteil 6e3onacuoctu. Coracto [269], onu
Bce ObLIM ycTpaHeHbI B BhiyckaeMbix Intel Xeon SPR, rue mpumensieTcs yxe
6ostee HoBas Bepcust TDX.

OTHu HaHHBbIE, C OJHON CTOPOHBI, TOBOPAT BOOOIIE 00 OYE€HBb BBICOKOI
CJIO’KHOCTH TaKOi peanu3anuu cpeacTsB 6e3omacuoctu. Ho Intel momyama
B Pe3yJIbTaTe TAKAX MCCJIeN0BaHUil Gorbimoe npemmytnectso. B [38] ormewaeres
TaK>Ke CJIOXKHOCTH camoii cuctembl TDX.

Baxkno tax:xe, aro TDX 6bicTpo cTasa J0CTyIIHA B M3BECTHBIX IUCTPUOY-
tuBax Linux, manpumep, B8 RHEL 8.10, SLES 15 SP5 uym Ubuntu 24.04
LTS.
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Kax u npyrue obcy:xaaBimmecs: cpeJicTBa obecrederus bezomacuoctu, TDX
OPUEHTHPOBAH Ha 33/Ia9i BUPTYAJIA3AINA U OOJAYHBIX TEXHOJIOTUN, I HE MOXKET
penuTh BOOOIIE BCe MOTEHITNAIBHO BO3MOYKHBIE TTPOOIEMbI 6€30IIaCHOCTH
mporieccopoB. Ha pucynke 27 maercss WIIOCTpaIdsd TOTO, KAKue 00JIacTu
6e3omracuoctn TDX oxBaThIBaeT, a KaKue — HeT.

TRUSTED BY TO MOT TRUSTED BY TD

INTEL® TDX MODULE PLATFORM ADMIN

DISCRETE AND
INTEGRATED DEVICES

ALL OTHER SOF TWARE

INTEL AUTHENTHICATED
CODE MODULES [ACM]

TO ATTESTATION SW

INTEL CPU HARDWARE

OTHER PLATFORM
FIRMWARE

HOST-05/%HM

BIDSSMM

L

Pucynok 27. I'panunst gosepust TDX (pucynok us [263])

B cpaBuuTebubix ornerkax pasubix Texnosoruit g TEE namo yanTo-
BaTh U TaKHE «ITOO0YHBIE» IPGPEKTDHI: YMEHbITEHNE TTPOU3BOIUTEIHLHOCTH,
HEOOXOINMOCTH TOJJIEP’KKH B OIIEPAIMOHHON CHCTEMe U MOJIEPHU3AINH KOJIOB
HCIIOJIB3YIONINX UX IIPUJIOXKeHuil. B coBpeMeHHBIX paboTax IpejiaraloTcs
1 BOOOIIEe HOBBIE BAPUAHTHI ObecriedeHns 6e30macHocTn (CM, HAIIPUMED,
[264,270]). Bee 3ro Tpebyer majbHEHININX HCCIIEI0BAHUIA, U PA3yMHBIM
OCTaeTCsl ¥ TPOCTO TIATEBHOE COMOCTABICHNE UMEIOITUXCS BO3MOKHOCTEMH
rexnosoruii it TEE, kak 310 jnenasnock panee B [267].

3.1.4. BbiyncantensHsie cuctemsl Ha baze Xeon SPR

[Ipex e yem mepeifiTu OT pacCMOTPEHUST TPOIECCOPOB K BBIYUC/IATETHHBIM
cucremMaM, Hy>KHO CKa3aTb npo durceT. Xors Intel oraocur Xeon SPR k SoC,
quncer (C741) gy srux npoueccopos, B ormnaue o1 EPYC 9004, ucnionb3yercs.
IIpo C741 yxe roBopusock Beime B paszene 1.1. Hamuane sToit MukpocxeMbl
ayTh mobasnser croumoctu ($70) un Bemmuunnt TDP (11 Br) [45].

Tpagummonnsie comepzkaIiue 10 IBYX COKETOB cucreMbl Ha Oaze Xeon SPR
MIPEJJIATAIOTCS BCEMH OCHOBHBIMU IIPOU3BOJIUTE/ISIMIA CEPBEPOB, U B apPXUTEK-
TYPHOM TIJIAHE 37IeCh HE BO3ZHUKAET HUIEro 0c000 HOBOro. OTMETUM TOJIBKO,
aro ucnosibzoBanne NUMA npesnosiaraerT akkypaTHoe KOH(MUTYPUPOBAHIE
10 OTHOIIIEHUIO K PACIIOJIOXKEHUIO MOy teil mamsitu. [loe3HpIM TpakTUIecKuM
PYKOBOJICTBOM /[IjIsI JIBYXCOKETHBIX CEPBEPOB MOI'YT OBITh PEKOMEHIIAIINN
Lenovo jytst cepsepos ¢ mporeccopamu Xeon SPR u Xeon EMR [271].

Cepsepsl ¢ 4 win 8 cokeTaMu BBITyCKaloT Supermicro u Lenovo. Amasioros
takux cepBepoB ¢ AMD EPYC uer. [IpuainnuaibHO BasKHBIM SIBJISIETCST
Tak>Ke TO, IYTO Ha 6a3e mpoieccopoB Xeon SPR MOXKHO CTPOUTH CHCTEMbI
c o0IIeM II0JIeEM TIAMSTH, COAEPIKAIIIE DOIbIITE 8§ COKETOB — 3TO BO3MOXKHO
¢ npumenenueM rexuosorun XNC (eXternal Node Controller), pazpaboranuoit
Intel coBmectro ¢ Numascale [272].
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SHAMEHUTHIMU BBIYUCTUTELHBIMUA CACTEMAMY, UCIOIL3YIOIIME BO3MOXK-
voctu xNC, panbire 6stn HPE Superdome Flex. Anajiorndnbie cucTeMbl
na 6aze Xeon SPR, HPE Compute Scale-up 3200 Server, uMeioT MOIYIHHYIO
ApPXUTEKTYPY, TPUMEHSIONIYIO 4-COKeTHbIe cTpouTesbubie 610k HU. Apxurek-
Typa 9TUX HAYABIIUXCS IMOCTABJISATHCsE B 2023 roy CrCTeM IIpeCTaBIsieT
coboit kombuHarmio ceppepa Superdome Flex, koropsrii uctosbzosan xNC, u
cepsepa HPE SuperdomeFlex 280, B koTopoM mpumensiercs 6eccBA3HAS
nHGPACTPYKTYpa ¢ PaCIIUPeHHBIM TojKII0YeHreM UPT [273].

Cucrema Compute Scale-up 3200 obecrieunBaeT MacIITabupyeMoCTb
ot 4 1o 16 cokeroB c marom B 4 cokera u macirabuposanune DDR5 o
emkocru 32 TB. ITogpobuee apxurekTypa 3Tux cepBepos onucana B [274]. Oxu
peIHA3HAYEHBI B TIEPBYIO odepes st 3a71ad SAP HANA u paborsl ¢ 6azamu
JIAHHBIX B [IAMSITH.

CymnepkoMibioTepsl B ntoHbcKoM criricke TOP500 2024 roga comepkar
Xeon SPR kak B rereporetdbix y3iaax ¢ GPU, Tak u B TOMOreHHBIX y3J1aX
TOJIBKO C TIPOIECCOPAMU.

B kagecTBe HanboJiee M3BECTHONO AMEPUKAHCKOIO CyIEePKOMIBIOTEDA
¢ Xeon SPR, conepxxkaiero B yamax emie Nvidia H100, cienyer ykazars Microsoft
Eagle ND v5 [275], 3aHUMAIOIILY IO TPETHE MECTO B CIINCKE BUPTYAIbHYIO
marmmay Microsoft ND v5 u3 cemeiictsa Azure, padborarortyio ¢ Ubuntu 22.04.
Tam B y3nax ucnosbsytorcst 56-siepabie Xeon 8480C. Cydduke C B HazBaxun
SKU B obmiem crnucke cyddukcoB Ha pucyHke 20 orcyTcrByer. BozMoxkHO,
9TO mpeaBapuTesbHbIl BapuanT Xeon 8480+. TaMm nmpuMeHAIOTCA TaKue Ke
simpa ¢ 6a30Boit TaKTOBOM vacToToil nBa ', HO MakCUMAJIBHO JOIMyCTUMAS
TeMIiepaTypa coctapisieT 73 rpajyca llenbcus, a B Xeon 8480+ oHa moBbImieHa,
10 79 rpajiycosB.

B zanunmaromem cesibMoe MECTO B 9TOM CIIHCKE €BPOMEHCKOM CyTep-
komubioTepe Leonardo ects HasbiBaemas «data-centric» yacts (masee Mbl
UCIIOJIL3YEM [JIf TAKUX YaCTeli-KJIaCcTepOB TEPMUH PA3es) ¢ TOMOT€HHBIMU
yamamu Ha 6a3e Xeon 8480, HO OH JOMOJTHsIETCS pa3eoM «boosters, rie
B y3nax npumensiforcss GPU [276].

3aHuMAIOIAasa B CIUCKe 22-e MeCTO BBIYUCJHUTEbHAs cucremMa Mare
Nostrum 5 GPP B uzBecTHOM 6apCeIOHCKOM CYIEPKOMIIBIOTEPHOM II€H-
Tpe [277] ucnonn3yer romorennsie y3iabl GPP. 1x umeercs 3 Tuna: obbraHbLe,
C pacmmpeHHoi maMaThio n ¢ naMmaTbio HBM. B o6branbix y31ax u B y31ax
C paCIIUPEHHON MaMATHIO IPUMeHseTcd 0 ABa H6-sa1epHbix Xeon 8480+
¢ mamsaTreio DDR5 no 256 I'B u 1 TH coorsercrBenno. B y3nax ¢ HBM
ucrnosb3yorcs Takxke 56-suepuble Xeon CPU Max (cM. B pasgene 3.2 nasee).
B kagecrBe cepepoB MareNostrum 5 GPP ucnonssyer Lenovo ThinkSystem
SD650 V3.

OHaKO KpoMe TOMOTeHHbIX y3j10B, B MareNostrum 5 umerorcs ere
reTeporeHHble y3JIbl, cogepxkamue 1o asa 40-saepubix Xeon 8460Y+ /2.3 I'Tnx
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u o 4 GPU H100. B nesrom MareNostrum 5, ucronb3yroniuit MexkcoeuHeHne
InfiniBand NDR200, siBsisiercst ipe-3K3adJIonCHBIM CYITEPKOMITHIOTEPOM
coBmecTHOTO npeanpustus EuroHPC [277].

JlaHHbIE O MPOU3BOMUTEILHOCTH BBIYUCIUTEIHHBIX CHCTEM C IPOIECCOPAMU
Xeon SPR paccMOTpeHBI Jajiee B paszene 4, a B CIeAyIONeM pa3iee aHaIu3m-
pyeTtcst MompUITIPOBAHHOE ceMeficTBO mporieccopoB Xeon SPR, B KOTOpOM
nobaByeHa moaaep:kKa paborsl ¢ HBM-maMsaTsio, B TOM 9HCJIe COBMECTHO
¢ DDR-namsareio. CoorBeTcTBEHHO cofiepzkariue B y3iaax Xeon SPR ¢ HBM
cynepKoMIubloTepsl, Takue kak Crossroads [278], Takzke paccMaTpuBaroTCs
JaJee.

3.2. Npoueccopbl Xeon Max (Xeon SPR ¢ HBM)

Cruavasia B mybsmkanusix mporeccopbl Xeon Max BooOIie HasbBam Xeon
Sapphire Rapids ¢ namsitbro HBM. T'ytaBroe, uem Xeon Max orsmmyarorcs
ot Xeon SPR, 9T0O HAaJIW4YNE B KAXKJIOM M3 YETHIPEX UHUILIETOB IO OJHOMY
KOHTPOJLIEPY BBICOKOCKOpocTHOM namatu HBM2e B momosinenne K 0OBITHBIM
kouTposiepamM DDR5. MakcnmasbaHo BO3MOKHOE 4HCIO sijiep B Xeon Max mpu
9TOM yMEHBIIIUJIOCh Ha YeThIPE, /10 56.

ITamsars HBM, kak u3BeCTHO, COCTOUT U3 HECKOJILKUX cTeKoB DRAM-
[AMATH U UCIIOJIb3yeT OOJIBIIYIO IMUPUHY IIMHBI, 0DECIIEINBAIOINLYI0 BHICOKYIO
MIPOIYCKHYO CIOCOOHOCTh. X0Tsi HBM-n1aMsiTh OOBIMHO UCIIOJIB3YeTCs B COBpE-
mennbix GPU [2], ona npumenserca takxe u B 3aamenntbix ARM-nponeccopax
Fujitsu A64FX [7]. HBM-namars poporas, u ee emrocts B GPU wm 8 AG4FX
dbukcupoBaHna, kaxk 1 B Xeon Max.

B Xeon Max nmeercs gernsipe kpucrasuia HBM — creku, comepxkarue
o 8 momysieit DRAM. K kaxkjgoMy U3 deTbIpex KOHTPOJLIEPOB IMaMsITH
HBM noacoemunsiercs: onus kpucrain HBM emkocreio 16 I'B [280] (cwm.
pucynok 28). Coorsercrsenno obmas emxocrb HBM B kaxk1oit mogean Xeon

Intel 4t Gen Xeon Scalable CPU Intel Max Series CPU

Memory Memory Memory Memory
Controller Controller Controller Controller

Memory Memory
Controller Controller

PucyHok 28. Conocrasienne apxurektyp Xeon SPR n Xeon Max
(pucyHok u3 [280])

Max cocrasiasgier 64 I'B. Ilpu mmpune muubt 1024 6ura u ckopocru 3.2 GT/s
qeThIpe CTeKa MOTYT 0DECIIeUnTh MMKOBYIO MPOIMYCKHYIO CIIOCOOHOCTHL 1638.4
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I'B/c. Ho BeaencrBre 0cobeHHOCTEN PACIIOIONKEHUS OTAEIbHBIX IIPOIECCOPHBIX
siep B pemrerke Xeon Max (cM. pucynok 26) npu padore ¢ HBM ux nukosast
[IPOILYCKHAsI CIIOCOOHOCTH MOXKeT orimvarkest [281]. B [279] ykasano, uTo
MaKCHMaJIbHas IIPOIIYCKHAsI CIIOCOOHOCTD 3Tl naMsit B Xeon Max cocrasiisieT
1 TB/c (peanbHo gocTUraeMasi OPOILyCKHAs CIIOCOOHOCTH PACCMATPUBACTCS
umke B pazzede 4.4). [Tamars DDRS y mozeseit Xeon Max MoxkKeT IPUMEHATHCS
gomnonuuTeabao Kk HBM unm orcyTeTBOBaTH.

Bee mozesmn Xeon Max (uncso pasueix SKU ropasio MeHbIIe, ueM y Xeon
SPR) npumensitor Homepa SKU Buja 94xx 6e3 nanuaus cyddurcos. Xors
4qucyo sanep B pa3ubix SKU Xeon Max 6biBaer ot 32 1o 56, Bce oHE 06J1a1a10T
HBM-namsarsio onunakosoit emroctu 64 I'B u mmeror Gosbimoe qncio apyrux
COBIAJAIONINX XaPAKTEPUCTUK, B TOM YHCJI€ OJMHAKOBBIMU BEJIUIMHAMU
ryp6o-gacror (3.5 I'T'n) u TDP, pasuoii 350 Br. Bee SKU Xeon Max moryT
paboTaTh Ha cepBepax, COJAEPXKAIIX 110 ABYX mporneccopos. Ilomnep:kka paboTs!
¢ Intel Optane B 3TUx mpomneccopax otcyTcTyer [279]. XapakTepucTukn 3THX
SKU mpusezieHbl B Tabsmie 26.

Tabauya 26. Xapakrepuctuku mozeseir Xeon Max

Howmep Yucao BazoBas Pazmep Yucso kanaiaos UPT i

MOJeIn Anep yacToTa kama L3 (maxcumabHOE) Hema
9462 32 2.7 I'T 75 MB 3 $7995
9460 40 2.2 I'T' 97.5 MB 3 $8750
9468 48 2.1 I'T'y 105 MB 4 $9900
9470 52 2 I'T' 105 MB 4 $11590
9480 56 1.9 I'T'y 112.5 MB 4 $12980

Jannsle u3 [https://ark.intel.com/content/www/us/en/ark/products/series/232643/
intel-xeon-cpu-max-series.html 11.08.2024].

IIpomeccopsr Xeon Max momiep:kuBaioT TOJIbKO Kondurypamnuu 1P wim 2P.
Ipyrue mamabie 00 3THX MPOIECCOPAX IMPUBEIEHBI BhINe B Tadaumnax 23, 24
u 25. YuuThiBasl OIIUCAHHBIE BBIIIE U3MeHeHusI B Xeon Max 110 cpaBHEHUIO
¢ Xeon SPR, majiee pacCMaTPUBAIOTCS TOJBKO OCOOEHHOCTH PEXKMMOB PabOTHI
C TAMSITBIO.

JabHeiiee pacCMOTpEHIE B JAHHOM pa3jie/ie OCHOBAHO Ha MHQOP-
mamun [279]. Beero B Xeon Max umeercs 3 6a30BbIX pe:kuma paGoTh
c HBM.

HBM-only. B kagecrBe 6a30BOro Mo:kHO paccmarpuBaTh pexkum HBM-
only, B koropom DDR5 Bo0OIIIE HE UCIIOIB3YETCS. DTO, ECTECTBEHHO, [TPEIIIO-
JlaraeT paboTy C MPUJIOXKEHUSIME, [J1si KOTOPBhIX eMKocTh 64 I'B asisiercs
JiocraTovHOi. Takue NMpUIoXKeHs MOT'YT ITOJIYYUTh TOBBIIMIEHHYO IIPOU3BO/IU-
TeIBLHOCTH OJtaromapst 6oJsiee BBICOKOM MPOITycKHOM crocobroctn HBM.

ITockoabKy y KaxKJI0T0 9HUILIeTa eCTh ¢Boit KounTpostep HBM, B aTtom
pexXrMe TaKKe MOYKET ObITh JOCTUTHYTO IOBBINIEHNE IPOU3BOJUTEILHOCTH 38
cuer ucnoJibzopanus cpejacts NUMA.


https://ark.intel.com/content/www/us/en/ark/products/series/232643/intel-xeon-cpu-max-series.html
https://ark.intel.com/content/www/us/en/ark/products/series/232643/intel-xeon-cpu-max-series.html
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Beimme B pazzesne 1.2 ob6cyxganocsk npumenenne craggapra ACPI o oTHO-
MMEHNIO K YacTOTaM IporieccopoB. Takke oTHocamasicss K ACPI craTmdecKas
Tabura aTpubyToB reTepOreHHOil naMsaTu (copepzkaliasi, B 9aCTHOCTH,
3aJIEPKKY U IIPOILYCKHYIO CIIOCOOHOCTD, jyisa Xeon Max — njug HBM u DDR),
Kak ykas3aHo B [279|, ucnosmbsyercs simpom Linux st ontumusanyun paboThr
¢ NUMA. 570 nosBosisier Linux 3akpenuTs IPUIOKEHNE HA ONPEIEJIEHHOM y3J1e
NUMA, cBsazannom ¢ HBM, u nazuaunts emy npuopurer. [loagep:kka Takoro
NUMA-pexuma 00cyKIaeTcst HIZKe B 00CYXK/ICHUN PEXKUMOB KJIACTEPU3AIUH.

IInockwuit pexxum Flat Mode (apyroe HasBaHue — OJHOYpPOBHEBast
naMsiTh, 1LM). DTOT peKUM MOKHO HUCIOJIb30BaTh, eciau emrkocru HBM-
aMATH HE XBaTaeT, U B JonoyHenune K Heit mpumensercs DDR5. HBM u DDR
HACTPAMBAIOTCH KAK OCHOBHAS ITAMSTH B PA3HBIX JIPECHBIX MPOCTPAHCTBAX
NUMA. B stom caryuae tpebyercst He TosbKo Hactpoiika BIOS (UEFI), o u
MPUBS3KA MPUJIOXKEHUsI K cooTBeTcTByIommemy qomeny NUMA ¢ momoribio
CIIEIUAJIBHBIX IIporpaMMHbIX nHCTpyMeHTOB NUMA.

Pexxkum kamuposanusi Cache Mode (apyroe Hassanue — qByX-
yPOBHeBasi maMsiTb, 2LM). B 310M pexume, B oT/iduMe OT IIOCKOIO PEKUMA,
HBM neBuanM A1 OmepaIoHHON CUCTEMbI M MTPUIOXKeHni, mockoapky HBM
JIeficTByeT 371eCh KaK K3III yPOBHS YeThIpe st oneparuBHoil mamsatu DDR, a
He KaK OCHOBHAsI MaMsTh. B 9TOM pexKuMe He BO3HUKAET HEOOXOIMMOCTH
HACTPaMBATh [0 HET'O IIPUJIOYKEHHUsI, HO 110 CPABHEHUIO C ILJIOCKUM PEXKUMOM
JOCTATAeMasi TPOU3BOIUTEIBHOCTD MOXKET OBITH MEHBIIIE.

Pexxumsl kimacrepusanuu. [lockossky un namsars HBM, u DDR5 umeror
CcOOCTBEHHBIE KOHTPOJLJIEPHI B KAXKJOM M3 YeThIpeX YHUILIeTaX IIPOIEeccopa,
[IPUBE/IEHHBIE BHIIE 3 OA30BBIX PEKUMA MOTYT HCIIOJIb30BATH 00JIee TOHKYIO
HacTpoiiky NUMA ¢ ncrojib30BaHNEM OIUCAHHBIX PAaHEe BO3MOXKHOCTEH
SNC. Takme pekuMBI KJIaCTEPU3AIIANA OMMCAHBI B PYKOBOmCcTBe Intel mo kon-
durypuposanuio u Hacrpoiike Xeon Max [282]. [letanbHoe paccMOTpeHHe
9TUX PEKUMOB, BKJIOUas I'padUIeCKne WLIIOCTPAINU U PACCMOTPEHUE
Takke 2P-KoHdurypaimit mMeeTcst Tak»Ke B PyKOBOJCTBe Lenovo K cBOnM
cepsepam [280]. B [280,282] npusoaurcs Takxke urdopmarys o pabore
¢ stuMu pexkumamu B Linux.

s kaxkmoro u3 Tpex 6a30Bbix pexknmoB paborst HBM B Xeon Max
MTOJIJIEPKUBAETCS €IIle 110 JIBa, PeXKUMa KJIaCTepu3allu — ¢ puMenennem SNC4
WM KBaJPAHTA, 9TO JAET B pe3yabrare 6 Pa3sHbIX PEXKUMOB.

[Ipn uconp3oBaHNN KIacTepu3aliuu ¢ KBaapantamu B pexknve HBM-only
aBa pasubix y3ja NUMA obpasyrorcs TOJIBKO B 2P-cepBepe, a B COYeTaHUU
C IUIOCKUM PEXKUMOM B TAaKOM cepBepe Oyjer yxke derwipe y3iaa NUMA,
ITOCKOJIbKY B KaxkjioM cokere ojuH y3ea1 NUMA ects jyist DDR5, a onun— st
HBM. Ilpu pabore ¢ KBaapanTaMu B pesKuMe KIMUPoBaHus namsaTb HBM
HEBHIMMA, U Ha JiBa cokeTa Oyjer TakxKe jaBa y3iaa NUMA.
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Ucmonp3oBanne #He KBaIpaHToB, a SNC4 maeT BO3MOXKHOCTH JOCTUKEHUST
6oJtee BBICOKOI IIPOM3BOAUTEILHOCTH (C TOUKU 3PEHHs IPOILYCKHOl CII0COGHOCTI
U 33JepKKK) IpU paboTe ¢ NaMsIThio, IOCKOJIBKY B 9TOM CJIy4ae yIUThIBAETCS
HaJIu4ue YeThIPeX Pa3HbIX KOHTPOJLJIEPOB M COOTBETCTBYIOIIMX KPUCTAJIJIOB
HBM 1o 16 I'B gna xaxkmgoro nporeccopa. Hanbostee BBICOKYIO TpOU3BOIU-
TEJHLHOCTD MOXKHO HOJIy49uTh B coueranuu SNC4 ¢ pexkxumom HBM-only (cm.
pucynok 29), uro jyist 1Byx cokeros jgaer 8 y3ioB NUMA. Dro, BO3MOKHO,

HBM Die HBM Die HBM Die HBM Die
16GB 16GB 16GB 16GB
Memory Memory Memory Memory
Controller Controller Controller Controller

Memory Memory
Controller Controller Controller

HBM Die HBM Die HBM Die
16GB 16GB 16GB

Pucvhok 29. Pexxum HBM-only u SNC4 (pucynok u3 [280])

TpebyeT COOTBETCTBYIOIMIUX MOJEPHUZAINN B MIPUJIOKEHUN U IIPEJIIOJIArAeT, ITO
B 2P-cepsepe 128 I'b HBM a1 npuiioxkenusi 10CTaTO4YHO.

Ecau sroit emrocTu mHemocrarouno, u ucnoab3dyercs erme DDRS, To
MaKCUMUI3AIMIO ITPOM3BOAUTEBHOCTH BO3MOXKHO HOJIYYNTh B coueTanuu SNC4
¢ ockuM pexkumom. Torma u HBM, u DDR 6yayr pa3aesnens: na gersipe
uesasucuMbix yaia NUMA B kaxkpiv Xeon, a B JIByXCOKETHOM cepBepe Oyjier
mectHaauarh y3iaos NUMA.

Haxomerr, Bo3amoxkno coderanue SNC4 ¢ pexxumom kamupoBanus. [[ockorbKy
HBM B 3TOM ciiy4ae BbICTYIIAeT KaK K31 U HEBUJUM, B JIByXCOKETHOM CEpPBEpE
Gyner 8 yznos NUMA. B [280], ¢ y4eTOM TOIYIEHHBIX TAM JAHHBIX O MPOU3BO-
JUTEJIbHOCTH, CPOPMYIUPOBAHBI OOIHE PEKOMEHIAIAN 10 OIMTUMAILHOMY
BBIOODPY pasimaHbIX KoHburypamnuit NUMA.

B komIte 06cyKaenns pa3IuaHBIX PEXKUMOB paboOThI ¢ mamaTbio HBM
cJieJlyeT OTMEeTUTh, YTO B Linux Jijisi HACTPOEK HYKHBI HE TOJIBKO CPEJICTBa,
numactl, HO M3-3a reTepPOTEeHHOCTH MaMATHU eine u cpejacTtBa daxctl mrs
repeHyMepalnuy npu pabore sjipa, 0 9eM ObLIO YIIOMSIHYTO BBIIIIE.

Haso takxke ormerutsb, uto xorst HBM naer ojHO3HAUHBIE IPENMYIIECTBA
JIJIs TPOU3BOAUTEIHLHOCTH UCIIOIB3YIONIUX €€ IIPOIECCOPOB, KPOME HOBLIIIEHIS
nx crommoct HBM mpusoguT u kx nosbimenuto TDP waTerpuposasmmx HBM
nporeccopos. Kak ormedeno B [283], n3-3a Gosee BBICOKOTO SHEPronoTpedIeHns
B b6-sreprom Xeon Max 9480 gacrora suep (1.9-3.5 I'Tn) uyrs auxe, gem
B 56-s1eprom Xeon 8480+ (2.0-3.8 I'Tn).
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VYckopureau B Xeon Max. BaxXHbIM IpenMyIecTBOM UMEHHO IJIst
Xeon Max siBjisiercst AMX-pacimpenne ISA, nockonbky HBM-namsTh MoxkeT
CYIIECTBEHHO MOMHATH MPOU3BOANTETLHOCTD 3amad VM. Ha Takoe coderamnue
HBM u cpencrs AMX, mojiiepKuBaomux akryaababe st U marpudabie
omeparuu ¢ jJaHabiMu B popmarax BF16 u FP16 ocoboe BHMMaHue obpalleHo,
HampuMep, B [14,284].

[TousiTHO, YTO YacTo Mpou3BOAMMbIe pacdersl jjist I obbraro s¢pderTus-
uee npousBouTh Ha GPU. Ho He mj1st caMbIX CJIOXKHBIX BBIYUCJICHUIT, 0CODEHHO
quts BeiBoztoB VI, 910 MOXKeT OBITh 1 ObIcTpee Ha X86, TaK KaK HET 3aJ1ePKeK
nepenaqn panabix Ha GPU. Ananus, rie nomgoOHasi paboTa Ha OJHOM cepBepe
mi B Hadoop Kimactepe n3 HuX MOXKeT OKa3aTbCs 3D deKkTuBHEe, Oe3yCITOBHO
TpebyeT JIOMOTHUTEIbHBIX nccienoBanuii. Jlamee B pazmeste 4 npuBomaTcs
UMEOIINECS TAHHBIE O IPOU3BOIUTEILHOCTH PACCMATPUBAEMbBIX B 0030pe
nporieccopoB Xeon juts 3agaa V.

U3 apyrux yckopureseii B Xeon Max umeercss DSA (cM. 0 HeM BblIle
B pasnese 3.1.3); noaepKUBAETCs, eCTECTBEHHO, 1 AiA.

3.2.1. BbiuncantensHeie cuctemst Ha basze Xeon Max

Boime yrke 6buta pacemorpena NUMA-koudwuryparus 2P-cepsepa Ha 6ase
Xeon Max B pexxume HBM-only. CoBmecrroe npumenenne mamsta HBM u
DDR naer cioxxunie koudurypanuu NUMA. Ha pucynke 30 npecrasiena
KOHCTPYKITHUsI 2P-cepBepa, B KoTopoM umeercs namsatb HBM u DDR. 9to

NUMA 12 NUMA 13
-

NUMA 14 NUMA 15

Pucynok 30. Koncrpykius namsitu 2P-cepepa ¢ Xeon Max mpu
nasmann DDR-namsitu (pucynok us [284))

no3Bosisier crponth NUMA-kouduryparuu npu coderanun SNC4 ¢ IIOCKUM
PEXKUMOM WM PEXKUMOM Kanmposarusi. B [280] noapo6HO paccMOTpeHb! Takue
KOHMUTYPUPOBAHUS MAMATH U peayn3arns ux B Linux.
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ITocse Bomrycka Intel Xeon Max ¢ HBM-ntamsAThI0 OHE €cpa3y CTajIi aKTHBHO
MIPUMEHATHCS B HAYIHBIX UCCJIETOBAHUAX, U OBLIN CO3AHDI CYMEPKOMITHLIOTEPDI,
HCTIOJIB3YIONINE 9TU TMPOIECCOPHI B CBOUX y3jax. [losBuBIImiics ¢ OOIBITTAM
3aI103IaHNEeM 10 CPABHEHUIO C TJIAHUPYEMBIM BPEMEHEM CYIIEPKOMITBIOTED
Aurora comepxkut B rereporennbix y3nax GPU Intel Data Center Max u
nporieccopbl Xeon Max 9470. Takake BXoJdIMuil B IEPBYIO JECATKY UIOHBCKOTO
crmcka TOP500 2024 roga cynepkomibiorep MareNostrum 5 B cBoeM pasesie
GPP conepxxkut romoresssie y3ibl ¢ Xeon Max 9480.

CozepKaluMu TOJIBKO TOMOTEHHBIE Y3JIbI ¢ 9TuM ke Xeon Max 9480
cynepkomibioTepamu sBjsaoTes Crossroads (B 3HAMEHUTOH HAIIMOHAJIBLHOMN
snaboparopun Jloc-Anamoca) [278], KOTOpBIii 3aHUMAET 27-€ MECTO B TOM
criucke TOP500, 1 Camphor 334

ﬂaHHbIe O IIPOU3BOJUTEJILHOCTU BBIYUCJIUTEJIBHBIX CUCTEM C Xeon Max
pacCMaTpUBalOTCA JaJjiee B pa3/iesie 4.

3.3. Macwrabupyembie npoueccopbl Xeon 5-ro nokonexus (Xeon
EMR)

3.3.1. Muxpoapxutektypa npoueccopos Xeon EMR u BbiqyucantensHbie
cucTembl Ha ux 6ase

Mukpoapxurektypa Xeon EMR odeHb O/M3Ka K M3JI0KEHHOMY BBITIIE
B pazjeste 3.1 jqyst Xeon SPR. COOTBETCTBEHHO ONMUCAHIE MUKPOAPXUTEKTYPHBIX
ocobernnocreit Xeon EMR 3/1€Ch JOCTATOYHO OTPAHUYIEHO. [JIABHBIM UCTOUHUKOM
nHMGOPMAII 3/1eCh sIBJIseTCs TyOnnKanus paspaborankos Intel [285].

Kparkoe onmcanue Intel [286] nononaurensuoii undopManyuu B 9T0M
[JIAHE COJIEPKUT OYEHb MAJIO, XOTs OTE/bHBIE TIOJAPOOGHOCTH MOYKHO HANTH
B JApPyIuUX JIOKYMEHTaX, HAIIPUMeEp, B pyKosojacTee Intel mo monuTopunry
[IPOU3BOIUTETBHOCTH HE BKJIFOUAOIIETO siipa Habopa OJIOKOB IIPOIEccopa,
koropble dbupMa HasbiBaeT «uncore» [287]. B aror Habop BxomsT CHA
(cM. 0 HeM BeIme B pasgene 3.1.3 npo MukpoapxuTekTypy Xeon SPR), 610k
kouTpoJsuiepa muranust (PCU,; Power Controller Unit), unrerpupoBanubrit
kourposuiep namsaru (IMC, Integrated Memory Controller) u apyrue. B [287]
npuBoauTcs u OJ0K-cxema Xeon EMR, koTopast mpeicTaBiieHa Ha pucynke 31.

W3 nero BuIHO, HACKOJIBKO MUKPOAPXUTEKTYphl Xeon EMR u Xeon SPR
noxoxku (cM. Takke pucyHok 26 1npo Xeon SPR Bbiie).

3%https://www.iimc.kyoto-u.ac.jp/en/services/comp/supercomputer/system/
specification, accessed 13.05.2025.
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Pucvnaok 31. Buok-cxema Xeon EMR a1 Mogeneit kjacca
XCC (pucyHok u3 [https://www.intel.com/content/www/us/
en/support/articles/000099181/processors/intel-xeon-
processors.html 14.05.2025])

Nudopmarusi 06 ucmosb3yeMoit MUKPOapXUTEKType siaep Xeon EMR
MIPUBOMIIACH CKOPEe CTOPOHHUMH UCTOUHUKAMU, 8 B HAYYHBIX ITyOTHKAIINSIX
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cebuIatoTcd, HapuMep, Ha Bukunenuio [288]. B suapax Xeon EMR npumensercs
mukpoapxuTekTypa Raptor Cove— HeboJibIOe yiIydIlieHne 110 CPaBHEHUTO
¢ Golden Cove [289]. Xorst HeKOTOPBIE IyOJIMKAIME C JaHHBIMI 0 Raptor
Cove cramu nosiBasithest [36, 37|, HO TOTBKO ¢ TOYKM 3pEHUsT BO3SMOYKHBIX
Hapyieruii 6esomacHoctu. [losTomy srajee Mbl OyaeM cpa3y IOJIb30BATHCS
JAHHBIMU IIPOU3BOJMTE s i KOHKpeTHbIX SKU [290].

Ha camom nemre ga Xeon EMR umeercsa 3 rpymnmnsl SKU. Momenn ¢ MajbivM
qucyiom aaep (Low Core Count, LCC) u co cpemaum gucyiom saep (Medium
Core Count, MCC) aBnsiorcs opHoKpucTaabubiMu. Mojeu ¢ 9KCTpeMaabHbIM
qucsiom syiep (Extreme Core Count, XCC) sBISAIOTCA MHOMOKPUCTAILHBIMI .
menno kK HUM U OTHOCHTCS PUCYHOK 31.

IyraBHBIMEU M3MEHEHUSIME I STUX CTAPIIUX Moeasax Xeon EMR, cyms
10 TAaHHBIM U3 IIPUBEIEHHBIX BBIIIE CCHLIJIOK, OBLIN IIEPEXOJ OT IPUMEHEHUS
geThipex uuIeToB B Xeon SPR K AByM u GoJibinoe yBesuderue (0 CPABHEHUIO
C UpeAbLILyIIUM 4-M IIOKOJIEHHEeM MAaCIITabUPyeMbIX [IPOIEeCCOPOB Xeon )
emkoctn LLC (eMm. taGumnpt 23 u 24). 910 GbLIO IPOJIENaH0 B paMKax Toif ke 10
uM texuosiornu Intel 7, koropas ObLIA ONTUMU3MPOBAHA, HO B IEPBYIO OYEPEb
6s1arozapst MPOBEICHHON HU3KOYPOBHEBOM TEXHOJIOTUIECKON MOIEPHI3AIINI
(cm. [285]). B pesysbrare yianoch TakxKe yBEJMIUTh MAKCUMAJIBHOE YHCIIO
anep ¢ 60 1o 64 1 yIydIImmTh SHEPIeTUIEeCKNe TOKa3aTe .

Ipomneccopbr Xeon SPR comepKaian 9eThipe TUIATKN (9IUIieTa), a Xeon
EMR ¢ koudurypamnueit XCC Temepb comep:KaT JBe IJIATKHA 10 32 siapa.
Coruacuo manubiM [289], apyroit ausaitn B8 kouduryparmuun MCC ucnonabsyer
MOHOJIUTHBIH KpucTajul, umes ot 20+ 1o 32 suep. Ilpu srom k¥ LCC oTHOCsITCSE
Mojienn ¢ 20 sapaMu i MeHee [289]. DTo mMeeT MeCTO JIs ClIealIn-
3upoBaHHbIX 1poreccopos cepun EE (edge-enhanced), Xeon Silver 45xx,
KOTOpbIe OPHEHTHPOBAHbI Ha HU3Koe 3Hepronorpedienue [286] u B naHHOM
ob30pe He paccmarpuBaiorcs. Jlanbrefimee paccmorpenne Xeon EMR orHOCHTCS
K Koudurypamuu XCC.

VKka3aHHOE BBIIIE B KAYECTBE OJHOTO U3 IJIABHBIX VJIYUIIEHU BO3pacTaHUe
emkoctu LLC oTHOCHTCS TOJBKO K MOJIEJISIM BBICIIIETO KJIAacca ¢ KOHMUTYparueit
XCC u gncyiom siziep ot 40 u 6osibmie. Ha camom neste kaxaas mimrka XCC
COJIEPKUT 110 33 sijipa, HO OJIHO OTKJIFOYEHO JIjIsi KOMIIEHCAIIMN BJIMSTHUS
nedexroB Bo BpeMst 1ipousBocTia [289]. Hucio 33 cBa3aHO ¢ TeM, YTO OCHOBA
XCC—5310 ceTka sgep 7X5, IBa U3 KOTOPBIX 3aMEHEHBI KOHTPOJLJIEpAMHI
namgaru [291].

B Xeon EMR ucnosbdyercs pexkum 1osycdepst (UMA), ananorudnsii
npumensiemoMy B Xeon SPR. OrcyrcrBue B Xeon EMR 1oJi/iep:Ku UMeBITIEHCs
panee BosmozkHocTH ucosb3oBanug NUMA pasubiMu pexkumamu SNC (oHu
PacCMOTPEHBI BbIIIE B HAYAJE Pa3/iea 3) IMOTeHIUAILHO MOXKET YMEHBIIUTh

3Shttps://www.intel.com/content/wuw/us/en/support/articles/000099181/
processors/intel-xeon-processors.html, accessed 14.05.2025.
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3ddekTUBHOCTE PabOTHI ¢ TaMAThIO. Ho 61aromaps ycoBepIIEHCTBOBAHUIO
MIPOU3BOJICTBEHHOTO MPOIECCA YIAAIOCH TaKe JIOCTUTHYTh TIOHIZKCHUST CTOMMOCTH
BaXKHBIX 9TAIOB pou3BocTBa. [lockonbky kpucramia B XCC-koudurypamumsx
Terepb BCEro JBa, 0THOCUTEeIbHO Xeon SPR CUJIBHO (/10 TPEX) YMEHBIIIIIOCh
KOJIMYECTBO UCIIOJB3yeMbIX MOCTOB MexKcoeuuenns EMIB. YMenbmmmuch u
3a7I€PKKU [epeiadn JaHHbIX MeXKy Kpucrawiamu [285].

Jlns Xeon EMR ynajioch 0becriednThb O9eHb HU3KOE padotee HAIIPSZKEHUE
st LLC [285], a cunkenue suepronorpebsenus Intel ykasbiBaer B KadecTse
OJIHOTO U3 KJII04YeBbIX Hanpasienuil 1yist Emerald Rapids (cm., nanpumep, [289]).
CoOTBETCTBEHHO OTMEYaeTCsl YIIydIlleHne IPOU3BOINTEIbHOCTH Ha BT u
cumkenne TCO [285,286,289,292].

B otnmame or Xeon SPR, mporieccopsl Xeon EMR 1o iep:KuBaioT paboTy
TOJIBKO C OJHUM U JBYMsI COKeTaMU. BaXXHBIME yCOBEPIIEHCTBOBAHUSIMEI X€0n
EMR gy MexKCOeIUuHEeHUd IIPOLIECCOPOB 10 CPABHEHUIO CO CBOUM IIPEAIIECTBEH-
HUKOM sIBJISI€TCs yBejmaerne ckopoctu paborsl UPI o 20 GT /s uporus 16
GT/s panee. Ho 310 Tpebyer onpejenennoro yrounenns. B Xeon Platinum
nmeercst yerhbipe Taknx Kanajga UPI, B Xeon Gold — Tpu kanaja, a B Xeon
Silver — nBa kanasa ¢ UPI, umeronie ckopocts 16 GT/s [286].

Eme omanMm BakKHBIM ycoBepIllieHCTBOBaHUEM B Xeon EMR saBisgeTcs
nojepxkka 8 kanasos st DDR5: ¢ DDR5-5600 (1DPC) u DDR5-4800
(2DPC) muist crapumx mozedieii. MakcumasabHasi eMKOCTh [aMsITH Ha COKET
y Xeon EMR cocrasjisier 6 TH, kak u ' y AMD Genoa. [jist moTeHIIuabHOTO
pacumpeHns eMKOCTH UCIOJIb3yeMON MaMsTH aKTYaJIbHON MOXKET OKA3aThCs
noep:kKa sruMu mporeccopamu CXL, 910 Jaer BO3MOXKHOCTD MOJICOE THHEHUS
B OyaymeMm ere CXL-tamsitu. B Tabnunax 23 u 24 npuBejeHa u apyrast
nadopMaInus 0 XapakTepucTiHKax Xeon EMR, B TOM 9UC/Ie O TAKTOBBIX 9aCTOTAX,
B comnocrasyiennn ¢ ganabiMu s EPYC 9004. OrpomHOe KOJIUYECTBO
JIOTIOJTHUTETLHON HHGMOPMAIMH O He U3MEHUBIINXCA OTHOCUTEIHLHO Xeon SPR
XapaKTePUCTUKAX (HAIPHUMED, O HOJIEPIKKE MUIEPIIOTOYHOCTH 10 2 HUTH
HA SIZIPO) 371eCh HE IPUBOJUTCSL.

Cepsepsl Ha 6aze Xeon EMR B TEXHMYECKOM ILJIaHE aHAJOIUYHBI CEPBEPAM
¢ Xeon SPR (Kak OTMEYAOCh BBIIIE, Y 3TUX HPOILECCOPOB OJUHAKOBBIE
pasbembl). [JIaBHBIM OTJIMYHEM MOXKHO CUUTATh OTCYTCTBHE IOIIEPIKKI
y Xeon EMR cepBepoB ¢ 4 mjin 8 COKeTaMH, UTO OBLIO BO3MOXKHO JIJIsI
Xeon SPR. EcrectBenno, cepsepnl ¢ Xeon EMR mpejraraioT Bce BeLyIe
nmpou3BoAuTe . B KauecTBe mpuMepa yKaXkKeM Ha MPOIYKITUI0 U3BECTHOMN
B MUpe cynepkoMmbioTepos dupmbl Lenovo [293]. B uorbckom crmmeke TOP500
2024 roga HeET CyIepKOMIIbIOTEPOB ¢ Xeon EMR, a B HOSIOPHCKOM CITHCKE
HUMEIOTCST TOJIBKO J[BE CUCTEMBI C T€TePOreHHBIMU Y3JIaMU, TIe ¢ 32-siIePHBIMU
Xeon Gold 6548Y npumenstiorcss GPU Nvidia H100; 6osee MorHas 3 HUX,
urajbsiHckuii cynepkomibiorep PITAGORA, zanumaer B TOP500 44-e mecTo.
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Nmerorcst Muorovynciennsie ganubie Intel, ykasbiBarorie Ha OPUEHTAIIIIO
Xeon SPR u Xeon EMR Ha camble pa3Hble 00JIaCTH MpUMeHeHusI. BO3MOXKHOCTH
HCIIOJIb30BAHNS B HAX aKCEJIEPATOPOB, KOTOPhIE MOTYT IIPUMEHSTHCS €Ile 1
B CHEIUAJIBbHOM PEXKHMe — He ¢ €IMHOBPEMEHHON IOTHON OIIATOH, & C OIIaToil
3aBUCAMOCTH OT BPEMEHU HCIOJIb30BAHNS, TAET JOTOJHUTEIbHBIE BO3MOXK-
HOCTH y3KOil opreHTanmn KOHKpeTHbIX SKU Ha 3¢ddeKTuBHOE TPUMEHEHNE
B KOHKDETHO 00JIacTH.

Hao Takake nmers B BUy pas/iesieHne BO3MOYKHOCTE PA3HBIX IIPOIECCOPOB
Ha yposre 6penio ot Platinum xo Bronze. B [289] ormeuaerca, uro B Xeon
SPR umeercst 52 Bapuanta SKU, B Xeon EMR— 32, u Intel, Bepositro, nmeer SKU
JUTSL KaXKJI0ro THIa pabodeil Harpy3ku. TaMm Takke oTMedaeTcsi, 9To creK SKU
B EPYC 9004 cyutecTBeHHO MeHbIle U 60Jjiee IPOCTOI it TOHNMAHUSI.

B kparkom onucanuu Intel [286] kpome nanpasiennoctu Xeon EMR
Ha Hu3Kwit mokazareab TCO Takke yKa3aH CIIUCOK ero 00JacTeil TpUMeHEHUs,
nauyuHast or VIV u 6a3 nanubix, n 3akanuunsasg HPC. B [286] BoobGie
B II0JI3aI'0JIOBKE YKA3aHO, YTO ITO IPOIleccop, paspaboranubrii ms V.
ITonsaTHO, uTO 371€Ch ycnex Xeon EMR MoxKeT 6a3UpPOBATHLCS HA COYETAHUM
npuMenenus AMX ¢ ucrnosib3oBaHuEeM 60Jiee BBICOKOITPOU3BOIUTEIHLHOTO BapHaHTa,
DDR5 u ynyumiensoit 5aeprosddeKTHBHOCTH.

TTockosbKy BO3MOxKHOE umcio siyiep B Intel Xeon EMR mo-mpexkHeMy
cubHO orcraer or gocrymHoro B AMD EPYC 9004, u umeercs takxke
OTCTaBaHUE B UHCJIE€ KAHAJOB ITAMSTH U COOTBETCTBEHHO B €€ IMPOITYCKHOM
CIIOCOOHOCTH, B BBIYUCJIUTEIBHO CJIO2KHBIX PAO0YNX HAIPY3KaX, BKJIIOYAS
pacrmapaJsieTuBanme, A cTapiux Momaeneit Xeon EMR 4acTo mMpeIno iaraeTcst
orcrasarne or EPYC 9004 no npousBogurensHOCTH (CM., Hanmpumep, [289)).

XoTs1 HEKOTOpBIE JTaHHBIE O MPOU3BOUTEIHLHOCTH Xeon EMR mHOTIA
BPOJIE KaK MOKA3bIBAIOT €€ yMeHBIeHne OTHOCUTENbHO Xeon SPR [289),
BCer/la Hy>KHO aKKypaTHO yTOYHATH CMBICJ HOJydeHHoro. Hecomuenno, 4to
Xeon EMR BIJIOTH [I0 MOSABJIEHUS Xeon 6 siBASJINCH JIYYIINMU CEPBEPHBIMUI
mporeccopamvu Intel nyst TpaUITMOHHBIX IBYXCOKETHBIX cucTeM. Jlomos-
HUTEJIbHON MJLTIOCTPAIeil 9TOr0 SBIASIOTCS U CTOMMOCTHBIE TTOKA3ATEIN
(mampumep, B Tabauie 23 BUHA YMEHbIIEHHAs TIeHa cTapiiei mojeau Xeon EMR
no cpapHeruto ¢ Xeon SPR). Hexkoropble rpy0ble cpejiHUe OIEHKH OTHOIIEHUSI
CTONMOCTD / [IPOU3BOIUTEIBHOCTD JJ1s pas3HbIX SKU Xeon EMR mpuBeIeHbI
B [291].

JlaHHbIe 0 TPOM3BOAUTEILHOCTHU cucTeM ¢ Xeon EMR paccMaTpuBaroTcs
Jajiee B CIEIYIOIIEeM pasJielie.

4. Nannbie o nponssogutenbHoctn Xeon SPR, Xeon Max un Xeon
EMR

Mps1 00beiuHSIEM PACCMOTPEHUE TTPOU3BOIUTEIHLHOCTA HECKOJIBKUX Ce-
MeHCTB IporeccopoB Xeon B OJIMH OOIIUIl pa3est, IOCKOJbKY OHU OTHECEHBI
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K 00I1IeMy yCJI0BHO 4-My TOKOJIeHUIO X86, 06/1a/1a10T JOCTATOYHO OJITU3KUME
crienuUKAIUMSIMA U MOT'YT 3aMEHSIThCsI B paMKaX OJHOI'O cepBepa, UTo
obecrieunBaeTcst Garogapst IPUMEHEHHUIO OJIHOTO U TOTO Ke pasbema (Socket
4677). Takoe 06beIUHEHNE B PAMKAX OJHOTO JOKYMEHTa [IPUMEHsLIA, HAIPUMED,
u Fujitsu gy nadopManum o npou3BOIUTETLHOCTH CBOUX CEPBEPOB C THUMU
uporeccopamu (cM., Harpumep, [166]).

DTOMY COOTBETCTBYET M CyMMAapHBI 00bEM M3BECTHBIX HAM CTPYK-
TYPUPOBAHHBIX JTAHHBIX O IIPOU3BOJAUTEIFHOCTU BCEX ITUX IIPOIECCOPOB
(COOTBETCTBYIOIMX CEPBEPOB), COMOCTABUMBIH ¢ mMerormumcest st EPYC
9004. UckmouenueMm siBjsiioTcst 3ajaqu U, 119 KOTOPBIX UMEETCs MHOTO
mybJimkaruii, a Intel npemocrapiisier u cuenuaJibHbIE PYKOBOJCTBA 110 OII-
TuMu3aIUK — Hanpumep, Juist PyTorch [294] ninu muist cBoero pacmupenust
TensorFlow, ucnoss3syomero Python [295]. TTosToMy npon3BojuTeIbHOCTE
B I paccmarpuBaeTcd B OTAeIbHOM mojpasieste 4.2.

HeobxommMmo Takzke ykKas3aTh Ha O0JIBIITOE KOJIUYIECTBO JAHHBIX O IIPO-
n3BouTebHOCTH Xeon SPR um Xeon EMR, BKJ/IIOUYasi COMOCTABJICHUS UX
POU3BOUTENHHOCTH, B HECTPYKTYpUpoBaHHOit dopme [296,297], KoTopbie
3J1eCh HE PACCMaTPUBAIOTCS.

B ocuoBHOM J0CTYIIHBIE U aHAJU3UPYEMbBIE JAHHBIE O IPOU3BOAUTEIHLHOCTH
Xeon OTHOCATCS K CTAPIIAM MOJEIAM ¢ OOJBITUM IHCIOM siaep. B moapasme-
Jie 4.3 paccMarpuBaeTcs IPOU3BOAUTELHOCTD IIpolieccopoB Xeon SPR u Xeon
EMR B conocrasyiennu ¢ GPGPU, a takke mozeseii Xeon cpeaHero kjacca
¢ aHaJiorugHbIME mporieccopavu EPYC 9004.

Mpr TakzKe BBIJEIIEM JAHHBIE O TPOU3BOIUTEIHLHOCTH Xeon Max B OTae b
HbII nopasznen 4.4. 1o CBA3aHO € TeM, 9TO MOJ/JIEPKKA JIBYX BO3ZMOYKHBIX
yposueit mamstu, HBM u DDR, sBasercs yHUKaIbHON, U BhI3BAJIA [TOIHEM
qncsia HaydIHBIX myOsukanuii Ha oty Temy. [lommep:xka HBM Obi1a mpexpariena
B mocJjemyiomeM cemeiictse Xeon EMR, u oTcyTcTBYeT u B HOBeiimux Xeon 6—
TaK 4To pazBurue 1o jguann Xeon SPR-Xeon EMR-Xeon 6 sBiIsieTcst OCHOBHBIM
BEKTOPOM YCOBEPIIEHCTBOBAHUS CEPBEPHBIX Ipolieccopos Intel.

4.1. MNpoussogutensHocts Xeon SPR n Xeon EMR B Tectax n
NPUNOXKEHNSX

Mp1 masee comocTaB/isieM TPOU3BOIUTEIHLHOCTL Xeon SPR ¢ IpeIblIy M
nokojieHneM Xeon ICL TOCTATOYHO OIPAHUYEHO, OCKOJIBKY IMPEUMYIIECTBO
B 3roM 11aHe Xeon SPR oueBuHO. OdeHb HOJIBINIOE KOJUIECTBO PA3HOOOPA3HOI
nHbOpMAIUH sl TAKAX CpaBHEHWH nMmeercss Ha caiite Intel [296]. Mbr
MIPOMJLIFOCTPUPYEM BCE ITO OJIHUM HUMEIOIIUM OOIUI XapakKTep PUCYHKOM 32.
TaMm mpuBesieHbI JaHHBIE O ITPOU3BOAUTEBHOCTH 2P-cepBepoB ¢ 56-si1epHBIMU
Xeon 8480+, Xeon Max 9480 u 40-sanepubivu Xeon 8380 B mpUIOKEHUIX
U3 caMbIX Pa3HBIX obJiacTeil npumenenusi. JIBa npumepa Tam IIpeiCcTaB/IeHbI
Jutst 60-simepubix Xeon 8490H (cMm. nmoapoGuee B [298]).
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[IpousBomurensuocTs B paznuunbix Tecrax SPEC. B Tabnure 27 npusenens
nmaHHbIE 0 Tpom3BoguTeabHOCTH Xeon SPR, Xeon EMR u EPYC 9004 B Tecrax
SPECcpu 2017 ¢ mraparomieiil 3ansaToii. AHaan3 JaHHBIX 3TOI TabJIMIIbL
MOXKET JIaTh PsiJ IOJIE3HBIX cBejierunii. [loHsiTHO, 9TO YacTo Tpebytorcs
JIOTIOJIHUTE IbHBIE YTOUYHSIIOIIME U MOSICHSIIOIIME JaHHbIe HAYJYHBIX ITyOIMKAIni,
HO YYUTBIBas OOJIBIINYI0 WHTEIPAJIBHOCTD 9TUX [TOKa3aTeJeil I MacCOBOCTh
IIOIBITOK UX YJIYUIIEHUs] PA3HBIMU IIPOU3BOUTEIIAMU CEPBEPOB HEKOTOPHIE
BBIBOJIBI IIOJIE3HO CJEIATH CPA3y 3/ECh.

Awnajorngnbie JaHHbE JIS 3-TO MOKOJIEHHsT MACIITAOUPYEMBIX POIECCOPOB
Xeon u EPYC Zen 3 (7003) yxe npuBoquiuce soime B tabune 1. CpaBHuBas
9TU TabJIUIBI, MOXKHO YBUIETH OOJIBINON MPOrPecC B IPOU3BOIUTEIFHOCTH Xeon
SPR 110 CpaBHEHUIO C MPEILIAYIUM TOKOJIEHHEM Xeon He TOJIBKO OJiaromapst
YBEJIMUEHHIO YUCIIa s/IeP, HO U [P OMHAKOBOM 4YHCJe siyep (CpaBHUB,
HanpuMep, 32-siepHble Mozienn Xeon 8362 u Xeon 8462Y+).

Mogenn ¢ GOJMBITIM TUCIOM sIFiep OOBITHO MPEBOCXOIAT MO TPOM3BOIUTE -
HOCTHU MOJIEJIM C MEHBIIMM YHCJIOM sifiep, 4To JaeT npeumyinecrsa EPYC 9004.
ITpu paBHoM uucsie nporeccopubix azep (32) nokazaresun EPYC 9374F Beiue,
gem y Xeon SPR 8462Y+ (rosbko B base-sapuante fp__speed EPYC gyrn
OTCTAII).

Xeon EMR j1aeT CyIecTBEHHOE MOBBINIEHNE IIPOU3BOIUTEIHHOCTH 110 CPABHE-
uuio ¢ Xeon SPR He TOJIBLKO 6/1arofapsi MOBBIIMIEHUIO YUC/IA SIJIEP B CTAPIINX
MOJIEJISIX, HO U IIPU OJMHAKOBOM 4YHCJIe sAjiep (HAalpuMep, MOYKHO CPABHUTD
JIaHHBIE I 32-s1epHBIX 1 60-smepHBbIX Mozeseit Xeon B tabmume 27). OxHako
IO BO3MOXKHOMY UHCJIY siIep cTapimie Mojenn Xeon EMR mo-ipeskHeMy CHJILHO
orcrator or EPYC 9004, aro orpaxkaercst 6osiee Boicokumu JanuabiMu EPYC
00 MX MPOM3BOAUTEIBHOCTH B TaduIe 27.

IIpounnatocTpupyem npoussoauresbaocTh B SPECcpu cHauasa coro-
crasjierrem mporeccopoB Xeon EMR u EPYC 9004 npu onuHaKOBOM 9HCTIE
sijiep. 64-siiepHblie poreccopbl Xeon 8592 uyrouky orcraroT or EPYC
9534 1o NPOM3BOINUTEIBHOCTH, UMesI TP STOM HECKOJIBKO 00Jiee BBICOKYIO
neny. 48-syiepuble mporeccopbl Xeon 8558P na 2P-cepsepe B Tecre fp rate
qyThb onepexkaior EPYC 9474F mo mpon3BouTeIbHOCTH, XOTS YCTYIIAIOT UM
B 1P-kouduryparusax. Ho pasuuiia B IpON3BOIUTEILHOCTH HE TAK BEJINKA, U
caenyer obpamars Gosbie BuuManug Ha TDP u croumocts (1 COOTBETCTBEHHO
uma TCO). lena Xeon 8558P uyrouky HUZKe, HO 1OCTIE T0OABICHAS CTOUMOCTU
qHTICEeTa CTAaHOBUTCH BbIIe. [Ipu cpaBHennn 32-s1epHBIX TPOIECCOPOB, Xeon
EMR 8562Y+ u EPYC 9374F, Xeon EMR 3ameTHO oTcTaeT B Tecrax fp rate
(Bo3MOKHO, 60JI6€ MHTEPECHDIX I 00JIAYHBIX TEXHOJIOIH), U GJIM30K MO IIPO-
um3BojuresibHocTr K EPYC 9374F B Tecte fp_speed, e mocturaemblii ypoBeHb
pacnapaJsiie TuBaHus MOXKeT ObITh Hu3KuM. Ipu sTom 1ena Xeon 8562Y +
CYIIIECTBEHHO BBHIIIIE.
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Ho y EPYC 9004 ectb Mojesin ¢ 60JIBIIAM YUCIOM SIJIEP, U OHU OLIEPEXKAIOT
Xeon 10 MPOU3BO/INTEIHHOCTH ropa3io OOJIbIIIe.

NumnBuayanbHas ONTUMHU3AINS OTAEIbHBIX COCTABJISIIONINX TECTOB
SPECcpu 2017 fp_speed (uro orpaaercsd B IMKOBBIX IIOKA3ATEJISIX) CUIIbHEE
BausieT Ha npousBomuTeabHOCTh B EPYC| vem B Xeon. MacmrabupoBanue
[IPOM3BOIUTEIBHOCTH C POCTOM UHUCJIA AP MPHU IePexoie OT OMHON MO
mporieccopa K Apyroit B rectax fp speed He Takoe CHIIbHOE: YBEJIMYEHUE THUCIIA
sI7Iep B J[Ba pas3a He NaeT OJIM3KUi K IBYKPATHOMY POCT MPOM3BOIUTETHLHOCTH
(XOTsl y IPOIECCOPOB € MAJIBIM YUCJIOM SIJIEP MX YaCTOTa OOBIYHO HECKOJIBKO
BbIIIe). 3aT0 B TecTax fp rate mpu mepexoze OT OHOIO K JIBYM IIPOIECCO-
paM HabJIIOIAETCs BBICOKOE MACIITAONPOBAHNE ITPOU3BOIUTEIHLHOCTH. JTO
€CTEeCTBEHHO COOTBETCTBYET THIIAM CAMUX ITUX TECTOB.

B o6oux tumax tectoB SPECcpu 2017 obHapyKuBaeTcs, 9T0 BOBCE HE
00s13aTeILHO HEOOJIBINIOE yBEJIMIEHUE UHNCJIa UCIOJIB3YEMbBIX ITPOIIECCOPHBIX
siZiep TIPH Tepexoie K 0oJjiee JOPOroil MOMENN TIPOIECCOPa TOU Ke apXUTEKTyPhI
MIPUBOIUT K POCTY AOCTUTraeMoil mpou3BoguTesbHocTr. COTyIacHO JTaHHBIM
Tabsurel 27, 2P-cepep ¢ Xeon 8580, umerommm Ha 4 sgapa Oosbire Xeon
8570 mpu uyTh Oojlee HU3KOU HacCTOTE, IMOJIYyIMJI 0OOJiee HU3KHE [JaHHDLIE
[IPOU3BOIUTENBHOCTH. Jla, 9T Pe3yIbTaThl 3aBUCAT OT YPOBHS ONTUMU3AIIUN
TTPOU3BOJISIIETO TeCThI, HO B 1P-cepBepe Xeon 8580 moka3biBas 00jee BHICOKYIO
[IPOU3BO/IUTENHHOCTD.

CkazaTb, ITO IIPU OJIMHAKOBOM UHCJIE sIeP B Xeon H-ro IOKOJEHNs 1
EPYC 9004 mpou3BoAuTEIbBHOCTH B STUX TECTaX OJM3KU, Ha OCHOBAHUU ITUX
JIAHHBIX HeJb3st. MBI errie oTeIbHO TIpOBe/ieM jrasiee HeDOJIbIIOE COMIOCTABIIEHIE
mporeccopoB Xeon u EPYC cpennero xiacca, KOTOpble MOTYT AKTUBHO
ucnonb3oBarbes u B HPC [100].

Xorst B Tabsutie 27 npusBeienbl ganuble TectoB SPECcpu 2017 u jist
Xeon Max, uX IPOU3BOIUTEIBHOCTD OYIeT PacCMOTPEHA JAJIee B OTIeIbHOM
paznene 4.4.

Tecter SPEC CPU 2017 ¢ nestounciieHHoit apudMeTHKOM MTPAKTAIECKT
He TIPECTaBJSIOT WHTEpeca i JTaHHOrO 0030pa, ocobernno miast HPC.
B SPECint_speed 2017, rie pacuapaJiesnBanue cjaado BIMseT Ha PE3yJIbTar,
Xeon 8592+ na 1% onepean EPYC 9684X, u na 5% — EPYC 9654. Ho
B SPECint rate 2017 crapmme monesin EPYC 9004, ecrecTBeHHO, CHIIBHO
Briepe i (Bce 9T0 OTHOCUTCH K MAaKCHUMAJBHBIM JOCTUIHYTHIM Ha 5.02.2024
Pe3yJIbTaTaMm).
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Tapmuna 27. ComocraBieHne IPOU3BOIATEILHOCTH CTAPIIIIX
mozeseit Xeon SPR, Xeon EMR, Xeon Max u EPYC 9004 B Tecrax
SPECcpu 2017 ¢ miaBaroreii 3ansiroit

M q SPECcpu SPECcpu
O CII;I’%IO Yacrora, Llena 2017 2017
ponecco- >< s T CpPU! fp_speed fp_rate
pa ARCP (base/peak)? | (base/peak)?
4 4
EPYC 9754 128 2.25-3.1 $11900 316/318, 733/799 ,
2x128 430,448 1460,/1590°
6 7
EPYC 9654 96 2.4-3.7 $11805 824/327 746/784
2x96 449/4683 1480/1570°
1x96 357/358% 820,/854%
EPYC 9684X x 2.55-3.7 | $14756 / s / s
2% 96 476/495 1630/1700
1x64 298/305% 610/658%
EPYC 9534 2% 64 88803 | 497/442% | 1220/1310°
1x48 277/290% 574/575%
EPYC 9474F 25048 3.6-4.1 $6780 105/430° | 1150/1150%°
1x48 264,278° 555/557"
EPYC 9454 2w d8 2.75-3.8 $5225 388,423 1100,/1110°
1x32 256,/272% 481/485%
EPYC 9374F 2532 3.85-4.3 $4850 361/385° 964/968°
1x60 255/—10 508/—10
Xeon 8490H 2560 1.9-3.5 $17000 378/378° | 1040/1100%°
1x56 242/24213 465/33713
Xeon 8480+ 2%56 2-3.8 $10710 371/37110 1020/108010
Xeon 8462Y+ 2x32 2.8-4.1 363/363'2|  817/853'°
1x64 . 286/ —14 619/646%°
Xeon 8592+ 2% 64 1.9-3.9 $11600 428/42810 1260/130010
1x60 286,/ —1° 570/—10
Xeon 8580 2% 60 2.0-4.0 $10710 419/419'° | 1160/1190
1x56 279/ 14 544/
Xeon 8570 2% 56 2.1-4.0 $9595 423/42310 1220/1260°
1x48 275/ 14 526/—14
Xeon 8558P 2048 2.7-4.0 $6759 412/4127 | 1140/1170"7
1x48 275/ 1 526,/
Xeon 8568Y + %48 2.3-4.0 $6497 413/413'7 | 1170/1210%
1x48 263/—14 512/
Xeon 8558 248 2.1-4.0 $4650 412/4127 | 1090,/1120%°
1x32 261/ 41414
Xeon 8562Y + 2%392 2.8-4.1 $5945 388,/38810 908/94117
1x64 . 273 /14 542/—13
Xeon 8592V 2% 64 2-3.9 $10995 409/40916 1200/125010
Xeon Max 9480 2x56 1.9-3.5 $12980 348/349'¢ | 1140/1160'8
Xeon Max 9470 2x52 2-3.5 $11590 347/349'% | 1100/1120'8
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1 Hanuere o nene 1 CPU mna 13.05.2024 naa AMD — u3s [49], nua Intel — us [https://ark.intel.com/content/
www/us/en/ark.html#@PanelLabel595 23.02.2025]
Jlanaple ¢ MAaKCUMaJIbHOM NPEJACTABJIEHHON NHKOBOM BesimuuHON Ha 28.08.2024. Ornpasurenu
Pe3yJIbTaTOB TECTa U CePBEPHI, HAa KOTOPBIX IOJyYE€HBbl 3TH Pe3yIbTaThl:

3 ASUS RS720A-E12-RS12;

4 ASUS RS520A-E12-RS12U;

5 xFusion FusionServer 2258 VT,

6 ASUS RS520A-E12(K14PA-U24);

7 xFusion FusionServer 1158H V7,

8 Lenovo ThinkSystem SR675 V3;

9 Lenovo ThinkSystem SR655 V3;

10 ASUS ESC4000-E11;

11 xFusion FusionServer 2288H VT,

12 ASUS RS720-E11-RS12U(Z13PP-D32);

13 Supermicro UP SuperServer SYS-521C-NR (X13SEDW-F);

14 Lenovo ThinkSystem SD530 V3;

15 IEIT meta brain i24G7;

16 Nettrix R620 G50;

17 ASUS RS720-E11-RS12U;

18 Dell PowerEdge C6620.

IIpumeuanue. [Iisi yTOYHEHUs JAHHBIX O IPUMEHSBIINXCS CEpBepaX B KPYIJIbIX CKOOKaX HMHOI/A yKa3aHa

HCHO/IL3OBABINANCH B TECTAX MATepHHCKAs MIATA.

Cpemu panabix pasabix recroB SPEC s sazau HPC, 6e3yciosHO,
tectbl SPEChpc 2021 orHOCsTCs K Hambojiee akTyaabHbIM. OUeHb WHTEpecHa
pabora [299], B KOTOPOIl JeTaIbHO UCCIIEOBAHBI PE3YIILTATHI BHIIIOJIHEHNUS
recroB SPEChpc 2021 (B tiny-Bapuante) st 2P-cepBepoB ¢ 36-si7epHbIMU
Xeon ICL 8360Y u ¢ 52-smepubivmu Xeon SPR 8470, u it KJIaCTEPOB € ITUMHA
cepsepamu (B small-Bapuanre SPEChpc 2021). Xors 31ech U3y94eHbl BAPUAHTHI
¢ pacnapasienuBanneM Toabko ¢ MPI, sTa crarba maer mudopmarmio,
BBIXOJIAIILYO 38 IIPeJie/ibl KOHKPETHBIX MOJIeJIEll IIPOIEeCCOPOB Ha YPOBEHD
Xeon ICL u Xeon SPR BoOOIIE U IIPEJICTABJIAONLYI0 HHTEPEC JJIsl IIPOBEIEHMUST
anaym3a SPEChpc Ha 6osiee HOBBIX mporieccopax x86 mim Jpyrux COBPEMEHHBIX
[IPOTIECCOpPax.

B [299] uposeneno pasbuenne orjensabix Tectos n3 SPEChpce Ha rpymms!
CBSI3aHHBIX MAMSTBHIO ¥ BBIYUCIUTEIbHO-UHTEHCUBHBIX, U JIETAIBHO HCCIIET0BAHO
MacCIITabMPOBAHUE TPOU3BOIUTEILHOCTH B 3aBucumoctu oT yncaa MPI-
MTPOIIECCOB TIPH ONITUMAJIBHOM JI7IsT TPOIYCKHOM CIIOCOOHOCTH MAMSITH HACTPOHKE
ccNUMA (SNC4 myst Xeon SPR). Kpome Toro, mpu 3T0M JETAIBHO MCCJIEIYEeTCs
sHepronorpebiienne nporeccopamu u DRAM, u paccenBanme MOIITHOCTH, U
onenuBaercs dueprodddexkrusnocts ¢ npumenenneM EDP (Energy Delay
Product) (npo EDP cm., Hanpumep, [300]).

B [299] 6bu10 Hafi/IEHO, YTO YCKOPEHHE B BBIYMCIUTEHHO-NHTEHCHBHBIX
tecrax 3 SPEChpc mpu nepexomne or Xeon ICL Kk Xeon SPR ObLIO MEHBIIE WJIN
MIPAKTUYIECKHU HE MTPEBBIIIAJIO YBEJIMIEHNs YnucIa sifep B Xeon SPR 10 CpaBHEHUIO
¢ Xeon ICL, B TO BpeMsl KaK CBI3aHHBIC TTAMSATHIO TECTHI TOJYIUIN OOIBITEe
yCKOpeHue (110 AByX pa3 st Tecra weather)—cm. Tabiuuiy 28.


https://ark.intel.com/content/www/us/en/ark.html#@PanelLabel595
https://ark.intel.com/content/www/us/en/ark.html#@PanelLabel595
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TabnnA 28. Yckopenue B cepBepe ¢ Xeon SPR 10 CpaBHEHUIO
¢ Xeon EMR B SPEChpc 2021 (tiny) npu MPI-pacnapaJiennsanun

(a) BbruucanreIbHO-UHTEHCUBHBIE TECTHI

Ibm | soma | sweep | sph-exa
VYckopenune | 1.21 1.35 1.39 1.48

(b) CBsi3aHHBbIE AMSATHIO TECTHI

weather | tealeaf | cloverleaf | pot3d | pgmgfv
VYckopenne 2.03 1.66 1.57 1.63 1.65

Yro KacaeTcst BOIPOCOB SHEPTHU, TO B [299] ObLIN OIpeIesIeHbl «TOPSIne»
u «xoJIofHbIe» TecThl 3 coctaBa SPEChpc 2021, umeromue ¢ BbICOKOE
¥ HUBKOE pacCcerBaHUe MOIIHOCTHU Ha Iporieccope. K mepBbIM OTHOCSTCS
BBITHUC/IATETHHO-UHTEHCUBHBIE TECTHI, B KOTOPBIX SHEPrOMOTpedIeHre OJIM3KO
k TDP, 6osbIast 9acTb MOITHOCTH TIOTPEDJISIETCST BEIYUCIATETHHBIMU OJIOKAMUI
u K3-naMaThbio, a B DRAM wucnosb3yercst MajieHbKasi 9aCTh MOITHOCTH.
CBsizaHHBIE TIAMSITBIO TECThI, HAOOOPOT, OTHOCATCS K <«XOJIOAHBIM», TJIe
JOCTATAETCA BBICOKadA MolHocTh DRAM.

Bruto nmokazamo, uro mamatb DDRS B Xeon SPR sBisieTcst ropasno 6oJtee
9HEPTro3HEKTUBHON 1 MEHBIIE BIUSET HA OOIIYI0 HOTPEOIIEMYIO0 CEPBEPOM
morHocTh, 4eM DDR4 B Xeon ICL, XOTs 00Iasi EMKOCTb IMaMSITH B CepBEpax
¢ Xeon SPR 6bui1a B 4 pasa Goabine. Oanako Bkjaag or DRAM B obiyio
oTpebJIsIEMY 0 MOITHOCTH HEBEJIMK. BhLIO HAIEHO, 9TO B PEXKIMME ITPOCTOSI
Xeon ICL m Xeon SPR mmeroT BoIcOKHit ypoBenb mormaocta (50% or TDP mrst
Xeon SPR), B T0 Bpemst kKak B Xeon Sandy Bridge, nanpumep, 6b110 Tobko 20%
ot TDP. B [299] ciesan BBIBOM, UTO JIsT BEIYACIATENBHO-UHTEHCUBHBIX TECTOB
Xeon SPR menee 3 dHEKTUBEH, TIOCKOIBKY POCT MOTPEOJISIeMOil MOIIHOCTH He
KOMITEHCUPYETCsT POCTOM TTPOU3BOIUTETHHOCTH.

PesymbraTst [299], oTHOCAIIECST K KITACTEPY, CBSI3aHBI € MCIONB30BAHIEM
OOMEHOB JTAHHBIX MEXK/Iy Y3JAMHU U 37eCh HE PACCMATPUBAIOTCS.

B rabmurne 29 npuBenensr Hanaydinne «0QUIAATILHBIEY PE3YIBTATHI
SPEChpc 2021 mjis Ton-mogedieir Xeon SPR, Xeon EMR u EPYC 9004. 2Kupubiv
mpudTOM 371€Ch TIOMEYEHbI MAKCUMAJIbHBIE JOCTUTHYTHIE HA TPAIUIMOHHBIX 2P-
cepBepax 0a30Bble Pe3yJILTATHI JJIsT KaK/I0i MOJIEJIN IPOIECCOPOB. ITU JAHHbIE
OTHOCHUTCSI K ITPOU3BOJUTEHHOCTH CEPBEPOB, a IOJIyIeHHbIE B KJIACTEPAX
3/1eCh HE MPUBOAATCH, IMOCKOJIbKY OHU B MEHBINEl CTEIEHU OTPAYXKAIOT
[IPOU3BO/IUTETHLHOCTD CAMUX MIPOIIECCOPOB.
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Tasmyua 29. /lanuble 0 TPOU3BOAUTEIHLHOCTH CEPBEPOB CO
crapiummu Mozesrsivmu EPYC 9004 u Intel Xeon B recrax SPEChpc

2021

Mopnenu Yucao HIT | Tiny base/peak | Small base/peak
1 6.99/6.99 0.735/0.735
EPYC 9654 2 13.9/14.2 1.45/1.45
EPYC 9684X 2 16.0/16.0 1.55/1.55
1 7.32/ 0.823/
EPYC 9754 2 16.4/ 1.59/
Xeon 8480+ 2 7.98/8.35 0.945/0.949
2 9.00/ 1.00/
Xeon 8490H 4 17.2/17.6 1.88/1.89
1 4.88 0.553
Xeon 8592+ 2 10.8// 1.15//

Hanuble us http://spec.org/hpc2021/results/ ma 12.09.2024

W3 Tabsuibl BUIHO, ITO MPOU3BOIUTEIFHOCTD OBLIA BBIIIE TP OOJIBITEM
YucIIe UCIOJIb30BABIIUXC siep (B [POLECcopax IIPUMEHSIJINCh BCe spa).
Ho mausbiciiiue pe3ysibTaThl MOy YeHbl HA YETHIPEXIIPOIIECCOPHOM CEPBEPE
¢ 60-smepabsiMu Xeon SPR 8490H, xoTs B HeM HEMHOI'O MeHbIIE sjep, deMm B 2P-
cepsepe co 128-sytepabimu EPYC Bergamo 9754. B Bergamo 1o cpaBueHuo
¢ Genoa MenbIlle eMKOCTh K3mia L3 Ha siJIpo, a8 ero eMKOCTh JIOCTaATOIHO
CHUJIBHO BJIUSIET HA MMPOU3BOAUTEILHOCTh, YTO BUIHO U U3 COIIOCTABJIEHUS
pesyabraToB mid 96-saepubix EPYC 9684X ¢ 3D V-cache u EPYC 9654.
Ycrex 4eThIPEXIIPOIIECCOPHOIO CEPBEPA CBA3aH, BEPOATHO, U C TEM, YTO
[IPOM3BOIUTEIHHOCTD JIyUIlle MACIITAOMPYETCs IPH UCIIOJB30BAHIE HECKOJIbKIX
cokeroB. Cpemu 2P-cepsepos cojiepxkainine EPYC 9004 umeror 60JIbIIYIO
[IPOU3BOJIUTEIBHOCTE, Y€M CEPBEPHI C Xeon.

K Tecram SPEChpc 2021 B omnpe/ie/leHHOM CMBIC/IE MOYKHO OTHECTH pabo-
Ty [301], B KOTOpOIT MCCIIEI0BAHBI PA3JINYHBIE JTAHHBIE O POM3BOJNTEIHHOCTH
xogsmero 8 SPEChpe munu-nnpunoxkenust CloverLeaf na 2P-cepsepe ¢ Xeon
8480+ m comoctasyensl ¢ Xeon ICL.

Cueptyronmvu 1o akTyajbHocTH Jyist 3a0a9 HPC MoKHO OBLIO OBI CYMTATH
rectbl SPEComp 2012 u SPECmpi 2007. Janase SPECmpi mis Xeon SPR win
Xeon EMR Ha MOMEHT HamucaHUs 0030pa OTCyTCTBOBaH, a nanabie SPEComp
MIPE/ICTABJICHBI BhIMIE B TabsmIe 7. 2P-cepBepsl ¢ TOm-MomeaaMu Xeon SPR wmin
Xeon EMR CHUJIBHO yCTYTAJIN TI0 TTPOU3BOAUTEILHOCTH ToT-Mojiesisim EPYC
9004, ITO TOCTATOYHO €CTECTBEHHO BCJIE/ICTBUE TOPAa3/I0 MEHDBIIIEr0 YUC/Ia
[IPOIECCOPHBIX s1jiep, ueM B mojessx EPYC.


http://spec.org/hpc2021/results/
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MokHO Tak>ke OTMETHTH CJiaboe yBeJMYEeHHUEe IIPOU3BOAUTEIBHOCTU
B 2P-cepBepe ¢ 64-suepabivu Xeon 8592+ 1o cpaBHEHUIO C H6-s11epHBIMEI
Xeon 8480+ usm ¢ 60-aaepubivu Xeon 8490H (o cpaBHEHUIO ¢ HOC/IETHUMY
POCT TIPOU3BOIUTEILHOCTH COCTABUI OKOJIO OJHOrO mporenTa). OmxHako
IIPOM3BOIUTENBLHOCTD 2P-cepBepa ¢ Xeon 8592+ Guin3Ka K IIPOU3BOIUTEIHHOCTH
UMeIOIero croJbko ke (128) suep 1P-cepsepa ¢ EPYC 9752 Bergamo, uro
MOKeT OBITh CBSI3aHO C YMEHBIIEHHON eMKOCThIo Kamia L3 Ha siapo B Bergamo

7 TIOBBITIIEHHON TPOIYCKHON CIIOCOOHOCTBIO TTAMSITH TIpU paboTe ¢ 2P-cepBepoM.

Cawmpbie Boicokue nokazaresn SPEComp 6b11H mostyuensr Ha cepBepe
¢ Xeon 8490H, HO 9TO MMeeT MecTO Ijist 8-TIPOIECCOPHOTO cepBepa. Jlan-
HBIX, IIO3BOJISIOIIMX COIIOCTABUTH IIpou3BoauTe/ibHOCTh Xeon u EPYC 9004
Ha cepBepax C OJMHAKOBBIM UHC/IOM COKETOB U s7ep, Ha Komuelrl 2024 rojga He

NMEJIOCh.

W3 gamubix apyrux tecroB SPEC myis mpomeccopos Xeon 1mo cpaBHEHUIO
¢ EPYC 9004 ykaxkeMm JlaHHBIE O IPOU3BOIUTEILHOCTHU JIJIsi CEPBEPOB Java,
tectoB SPECjbb2015, koTOpbhIe 6b1IM IpeJICTaBIeHbl BhIle B TadsmIe 9. drtu
JAHHBbIE TOKA3BIBAIOT yBEJUIEHNE TPOU3BOIUTEIBHOCTH B TPAIUITHOHHBIX
2P-cepBepax IpU IEPEX0/ie Ha MPOIECCOPHI C DOIBIINM YUCIOM SIIEP KaK
B cemeiicTBe Xeon SPR, Tak u B cemeiicTBe Xeon EMR. Jlamubie TaOIHUIIBI B TECTE
composite js critical JOPS mis 2P-cepsepos ¢ Xeon 8490H 1o cpaBrernio
¢ Xeon 8480+ yBeaumvueHus MPOM3BOIUTEILHOCTH HE MOKA3LIBAIOT, HO MO3/IHEE
roxkHOKOpeiickas dpupma KTNF Ha cBoem cepBepe mostyuuniia 60jiee BHICOKUiL

noxkasareJsib, 335807 equHMII.

MacmrabupoBanne MpOU3BOIUTEILHOCTH C TUCIOM MPOIECcopoB Xeon SPR
B CepBepe 10 BOCBMU [IJIsi 9THX TECTOB MOXKHO CUUTATH BIIOJIHE YIOBJIETBOPU-
TeJIbHBIM, KPOME BapHaHTa COMposite, rje MacirabupoBaHue IIJIOX0E YK MPU

[Iepexojie OT JIBYX K YeTHIPEM IIPOIECCOPAM.

ComnocraBjieHne TPOU3BOIUTEIBHOCTH TIPU OJIMHAKOBOM YHCJIE sijiep y H6-
sanepubix 8480 u 8570, 60-saaepubix Xeon 8490H u Xeon 8580 He moka3bnIBaeT
ee UeTKOro pocta mpu mepexosge or Xeon SPR Kk Xeon EMR. IIpasma, ato
MOKeT OBITh CBSI32HO IIPOCTO C MAJIEHHKUM KOJIMYECTBOM IIPEJICTABIEHHBIX
[TOKa Pe3yJIbTaToB (KOJIMYeCTBE MONBITOK ONTHMH3aIni) jiist Xeon 8570
u 8580. Cepsep c Ton-mojesnbio Xeon EMR 8592+ cyiecTBeHHO omepent
10 TTPOU3BO/IUTETHLHOCTH CEPBEP € TOM-MO/1e/ibio Xeon SPR 8490H.
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Ho cepBepb! co cTrapimmmmu MOJIEISIMA MaCIITaOUPYEeMbIX ITPOIECCOPOB
Xeon 4-ro u 5-ro MOKOJIEHHI CHJIBHO OTCTAIOT IO IPOM3BOIUTEIHLHOCTH B ITUX
tecrax or 4-ro nokosennss EPYC 9004, u B HeKOTOpBIX ciaydasx 2P-cepBepbl
¢ Xeon orcrator or 1P-cepBepo ¢ EPYC 9004, a geThIpexmporieccopabie
cepBepbl ¢ Xeon— ot 2P-cepepoB ¢ EPYC 9004, X0oTs mpu 3THX CPpABHEHUIX
YUCJIO TMPOIECCOPHBIX sIJIeP B cepBepax ¢ Xeon ObLIO 0OJIbINE, €M B CEPBEPAX

c EPYC.

Yro kacaercs TectoB nmpousBoguTeapbHocTu Ha Bart, SPECpower ssj 2008,
To miporteccopbl Xeon SPR u Xeon EMR IpEeBOCXO/IAT IO 9TOMY TOKA3ATEJIHN
ARM-npoueccopet Ampere Altra (cm. Tabsuny 10 Boime), u Xeon EMR
[IPOJIEMOHCTPUPOBAJIH YJIydIlIeHIe B 9TOM ILJIaHe 10 cpaBHeHuio ¢ Xeon SPR.
Osrako 1o JaHHBIM 9T0i Tabsuiel Xeon cymectBenno yerynaior EPYC 9004.

Kpome maHHBIX caiiTa 3TOr0 TeCTa, UMEIOTCS MHTEPECHBIE JIAHHBIE
SPECpower _ssj 2008 jyst 2P-cepsepos Fujitsu ¢ 60-saepabivu Xeon 8490H u
64-sinepabivu Xeon 8592+ [166], ¢ 32-auepubivu Xeon 6438Y+ u Xeon
6538Y+ [302], a takxke ¢ 32-saepubivu Xeon 6428N [303] 1pu paziudHbIX
HCIIOJIb30BAHHBIX TIaPaMeTPax.

IIpuBeeHHbIe BBIIIE TaHHBIE TOBOPST O IPEMMYIIECTBAX 110 IIPOU3BOJIN-
tesibHOCTH crapiux Mojeseit EPYC 9004 no cpaBaenuto ¢ Xeon SPR u EMR.
[Moxkauyii, B KauecTBe eIMHCTBEHHOrO UCKJodeHus cpeau tectoB SPEC (ecin
ue cuntarb SPECint _speed 2017), B KOTOpOM HaOJIIOIAIMCH yCIIEXUu Xeon
SPR mim EMR o cpasaenuio ¢ EPYC 9004, 3/1ech MOXKHO yKa3aTh TECTHI
supryasausanun SPECvirt  sc2013 (em. tabuuny 11 Beime). B Hux 2P-cepsep
¢ Xeon EMR 8592+ cymeu onepesuth 2P-cepsep ¢ EPYC 9654 (cepsepbt
¢ Xeon SPR orT HEro orcrann). ITU TECTHI, ¢ OJHONW CTOPOHBI, HHTEPECHBI
st MmaccoBbix [TO/I BeecTBre HHTErpAIAN TIIMTPOKO PACIPOCTPAHEHHBIX
pabouux HArpy30K, & C JIPYTOil CTOPOHBI B MEHBINEH CTEIIEHN OTHOCITCS
K TIPOM3BOIUTEIHHOCTH COOCTBEHHO IIPOIECCOPOB, U TOJIYY€HHBIX PE3y/IbTATOB
JIJIsS CPABHEHMS 371eCh MAJIO.

3/1eChb MOXKHO OTMETUTH TaK¥Ke Pe3KOe YIEIlIeBJIeHe CTAPIINX MOJIesei
5-TO MOKOJIEHWST MACIITAOMPYEMbIX porieccopos Xeon EMR 1o cpaBHEHUIO ¢ 4-M
nokostenneM Xeon SPR. Jlarke TpeOyroIias KUAKOCTHOTO OXJIAXKICHUST CaMast
crapmias 64-suepaasg mozenb Xeon 8593Q crour $12400 (nena na 15.03.2025).
Ho cpaBHeHme mpon3BoIUTEILHOCTH C YIETOM IIEH 110 CPABHEHUIO CO CTAPIINMU
mojiessimu EPYC 9004 (cm. Takxke ob6Cy»KieHue Bblllle B pasjese 2.4)
npeumyiecrsa EPYC u3-3a 3T0ro KapuHAJIBHO HE U3MEHSIET.
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IIpomyckHasi criocobHOCTh, mamMsaTu. B KadecTBe OOIEro BBeIEHUsI
B aHAJIN3 KOJIMIECTBEHHBIX MOKA3aTeJell MIPOIYCKHOM CIIOCOOHOCTH ITaMsITH
mpu pabore ¢ Xeon SPR n Xeon EMR MOKHO MCIIOJTB30BATH JAHHBIE TECTOB
stream jyisi 2P-cepsepos Fujitsu [304]. Tam juist stream triad npusegenst
3aBUCAMOCTH OTHOCUTEJIHHON BEJMINHBI IPOILYCKHOM CIIOCOOHOCTH [1JIs CEPBEPOB
¢ 56-saaepabiMu Xeon 8570 u Xeon 8480+, 32-saaepubiMu Xeon 6548N u
Xeon 6430 ¢ orkmoderHbIM SMT oT pasubix TumoB DIMM no guciry panros
Ha KaHaJ naMsaTh, mupuabl ctosioros DRAM, emkoctu DIMM, 1DPC wiun
2DPC-koudurypanumii u uncjaa DIMM Ha coker. B kagecrBeHHOM IL1aHE
C TOYKM 3PEHUs YBEJIUICHUS /YMEHbIICHU IPOILYCKHOI CLIOCOOHOCTU BJIMSIHIE
OOJIBIIMHCTBA U3 ITUX IapaMETPOB IIPEICKA3yEMO.

Hanabie 0 mpOIyCKHO# cocobHOCTH B stream triad yis mrmpokoro
Habopa pasHbIx Mojeseit Xeon SPR npescrasiensl B Tabmune 30 (1aHHBIE 1Is1
2P-cepsepos Fujitsu). Bee ucnonb3oBanmbie B TecTax cepBepbl paborajim
¢ namareio Ha 4800 MT/s, u nukoBasi IPOIYCKHAsI CIIOCOOHOCTD [TaMATH
OJTHOTO TIPOIIECCopa y BCex 3Tux Mmojeneii cocrasiser 307 I'B/c.

Tapnuua 30. Ilpomyckuast cnocobHOCTE TaMsATH B 2P-cepBepax
C pasHbIMU Momessimu Xeon SPR

Monens Yucyo anep | Yacrora, I'Tn HpOHyCK?%Z;;(2CO6HOCTb’
Xeon 8490H 60 1.90 523
Xeon 8480+ 56 2.00 518
Xeon 8470Q 52 2.10 492
Xeon 8470N 52 1.70 487
Xeon 8470 52 2.00 511
Xeon 8468V 48 2.40 490
Xeon 8468 48 2.10 485
Xeon 8460Y+ 40 2.00 469
Xeon 6458Q 32 3.10 444
Xeon 6454S 32 2.20 445

Jannble us [303].

MpbI BHIIM 371€Ch, ITO ITEPEX0/] OT GoJiee MIIA e MO ¢ MEHBITUM
YHUCIOM siiep K OoJiee crapimeil MOe/ I IeMOHCTPUPYET YBeIMIeHre MPOILYCKHON
criocobrocru (npu or6ope HaboJee BHICOKOIPOU3BOAUTENbHBIX MOJIEJIEN Ipu
OJIMHAKOBOM YHCJIe s171ep). Kpome Toro, cooTBeTCTBYIONIEEe CMEHE MOJIENIN
IIPOIIECCOPA MOBBIIMIEHNE YACTOTHI si/Iep IIPU X OJUHAKOBOM YHCJIE TAKIKE
OOBITHO TTOBBIMIAET MPOIYCKHYIO CIIOCOOHOCTD.
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Yro kacaercsa Xeon EMR, To qjia crapmeit 64-saepraoit Mogenn Xeon
8592+ cepsep Fujitsu B 2P-koHduUrypanum mokasaJj 3aMeTHO 0oJiee BBICO-
KYIO IIPOILyCKHYIO c1ocobuocTh, 577 I'B/c. Takoe noBblmienne mpoycKHO
CITOCODHOCTH II0 CpaBHEHUIO ¢ Xeon SPR, eCTeCTBEHHO, IPUBOJIUT U K POCTY
ITPOUBBOIUTEILHOCTH JIJIsI IPYTUX CBII3AHHBIX MAMSTHIO TECTOB. Tak, JJIst
asymeproro BII® B Tectre FFTW 2P-cepsep ¢ Xeon 8592+ maer yckopenmue
B cpegneM Ha 22% (makcumyMm—Ha 68%) oTHOCHTENbHO 2P-cepBepa ¢ Xeon
8480+ [305].

MO2KHO OTMETHTB, 9TO JIOCTATaeMasl IPOIYCKHAsS CIIOCOOHOCTDH CTAPIITIX
Mogzeseit u Xeon SPR, n Xeon EMR CHJIBHO yCTYIAET COOTBETCTBYIOIINM JTAHHBIM
st EPYC 9654, EPYC 9684X u EPYC 9754 (cwm. Bbimte pasgen 2.4.2), rie
nocruraercs cebiuie 750 I'B/c. Ho ecim u3 9Tux 4mcest mMoCYUTaTh IPOIYCKHYIO
CIIOCOOHOCTH Ha OJHO s17ipo, To y 60-saeproro Xeon 8490H u 64-smepHoro
Xeon 8592+ ona moJsiydaercst Bbilie, 9eM y 96-sepubix mporeccopos EPYC.

3aBUCHMOCTD IIPOILYCKHOM criocobHOCTH TaMsitu B 2P-cepepe ¢ Xeon
8480+ B Tecte stream OT YHCJIA HCIOJB3YyEeMBIX sijiep (Ha ocu abcruce,
B jiorapudMUIECKOM BHJIE) IPEICTABICHA HA PUCYHKE 33.
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PucyHok 33. MacmrabupoBanue g0CTUTAEMOM IIPOITYCKHOMN
crrocobHocTn namsaTu B 2P-cepsepax ¢ Xeon Max 9480 u Xeon
8480+ ot uucaa simep (pucyHok us [283])

On noka3spIBaer, 9YT0 MACHITabUPOBAHUE MIPOILYCKHON CIIOCOOHOCTHU B OIpe-
JIQJIEHHON CTENeHN NMEET MECTO BILIOTH JIO MAKCHMAJIBHOTO YUC/Ia UMEIOIIUXC S
sanep. Xorsa 3bPEeKTUBHOCTD UCIOJIb30BAHNS JOMOJHATEIbHBIX SAEeD [I0CTe

OIIPpEeACJIEHHOI'O IIopora IajaaeT.

Orne/ibHBIN UHTEPEC IPEJICTABJISIIOT JaHHBIE O IPOIIYCKHOM CIIOCOOHO-
cTu amMaTu B 4- u 8-mporeccopHbIix cepBepax Fujitsu ¢ Xeon SPR. [l
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4-iporieccopnoro cepsepa ¢ 60-aaepubsiMu Xeon 8490H B stream triad mo-
ayaeno 805 I'B/c nuporus 1600 I'B/c mist 8-niporeccopuoro cepsepa. diist
4-tiporieccopuoro cepsepa ¢ 40-saepusimu Xeon 8460H mocturmyrast mpormyck-
Has crocobHocTh cocrasuia 817 I'B /¢ uporus 1593 I'B/c aya 8-nporeccoproro
cepBepa. DTH JaHHbIe pejcrasieHsl B [63] u [306], u geMoHCTPUPYIOT
0KHUJIAEMO XOPOIIee MACIITAONPOBAHUE C POCTOM UHCJIA UCIOJIb3YEMbIX
IIPOIIECCOPOB.

IIpon3BOAUTEILHOCTD IIPU YMHOXKEHUM IJIOTHBIX MATPHUIL U B TECTE
HPL. K coxajiennio, aBTOpy HEM3BECTHBI JAHHDBIE O TPOUM3BOIUTEIHHOCTH
2P-cepsepoB ¢ To-Mogessmu Xeon SPR u Xeon EMR (a He MX OTIEJIBHBIX 7€)
¢ MpUMEHEHUEeM JIJIs YMHOXKEHUsI JIOTHBIX MaTpull B ¢popmare FP64 cpemcrs
DGEMM u3z MKL. Oxnako gjst 48-simeproro Xeon 8468, nMeronero mukoByIo
npou3BouTeIbHOCTD 0K0JI0 3.2 TFLOPS, numerorcst maHHbIe Il SITOHCKOTO
cymepkoMIibioTepa Pegasus, KOTOPBIN HCIIOIB3YET 3TU IIPOIECCOPBI B y3JIax
cosmectro ¢ GPU Nvidia H100 [307]. Tam ¢ npumenennem oneMKL 6buia
JIOCTUTHYTa TPOU3BouTebHOCT 0K0s10 3 TFLOPS (93% ot nukosoit), mpu
9TOM BKJIIOYEHUE TypOO-pEKNMa TaM He J[ABaJIO CYIEeCTBEHHOIO YCKOPEHUSI.

s FP32 umerorcst JaHHbBIE O COOTBETCTBYIONINX BPEMEHAX BBIITOJTHEHUS
ua 2P-cepsepe ¢ Xeon 8480+ npu ucnosbzoBanuu cpejgcts MKL [4].

3/1ech HEOOXOMMO TAaKXKe OTMETUTH PAbOTHI ¢ mpuMeHeHneM AMX, KOTOpbIe
OTHOCSITCSI HE TOJIBKO K 3asadaMm VU, Ho u BooOIe K pacdyeraM CO CMeNmaHHON
TOYHOCTHIO (cM., HanpuMmep, [308]). AMX ucnosbayercs u B oneMKL. Intel
B [309] npuBOIUT JaHHBIE O IPOU3BOUTEIBHOCTH 2P-cepBepa ¢ 56-s1epHbIME
Xeon 8480+ mpu yMHOXKEHHH KBAIPATHBIX MATPUI] PA3HBIX PA3MEPOB C IPUMe-
mernneM AMX— B dopmarax FP32 u BF16. Dra undopmarius npeicraBieHa
Ha pucynke 34.

Nmerorcst erne MHTEPECHBIE JAHHBIE O COMOCTABIEHUN TPOU3BOAUTEHHOCTH
npu ucnojs3osanuu AMX qng GEMM u GEMV B dopmarax BF16/FP16
B 2P-cepiepe ¢ 40-saepubivu Xeon 8460H mo cpasrenuro ¢ GPU Nvidia P100
u A100, npuaem B GEMM 1pu pasHbIx pasmepax MaTPHIL JIBa IIPOIECCOpa
Xeon game onepexxaau P100 [310].

st 3Tux hopMaToB MPON3BOIUTEILHOCTE 2P-cepBepa ¢ Xeon 8480+
C WCTIOJIb30BaHUEM JIPYTUX mporpamMMubix peanusanuit GEMM mpecrasiena
B [311], e onHa comocTaBiieHa, B YACTHOCTH, C JIAHHBIME Jjist 2P-cepBepa
¢ ARM-nponeccopamu AWS Graviton 3, cogepxxarmumu 1mo 64 sapa Neoverse V1.
EcrecrBenno, nocruraemas Xeon 8480+ mMpou3BOIUTEILHOCTH OKA3aJ1aCh CUJIBHO
Boire. COOTBETCTBYIOIINE JAHHBIE PACCMATPUBAIONCS Jajiee B pasieie 4.2 mpo
MIPOM3BOINTEILHOCTL Xeon B 3aadax V.
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oneMKL SGEMM shows up to 14.2 TFLOP/s performance on 2 sockets
4Ath Gen Intel® Xeon® Scalable Processor
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PucynHok 34. IIpousBonurenbHocTh 2P-cepBepa ¢ Xeon 8480+

npu ymHOXKeHuu Marpun, B dopmarax FP32 u BF16 (pucynok
u3 [309])

427

IIpu sTom paborsl ¢ mHMOpMarmeii o npousBoauTeibHocT GEMM

OJIOBUHHOM TOYHOCTH, Ha KOTOPbBIX MBbI CCbLJIAJIACH BbIIIE, OPUECHTUPOBAJINCH

Ha 3aJa49u1 nn ", B 9aCTHOCTHU, 0OJIbIINE SI3BIKOBBIE MOJIEJIN.
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anubie o mpoudBoguTebHOoCcTH Xeon SPR m Xeon EMR B Tecte HPL
IPEJIOCTABJISIJINCH TTPOU3BOAUTEIAMA CEPBEPOB C STUMH IIPOIECCOPAMU.
B Tabsurie 31 npuBeieHbl JaHHDBIE O TPOU3BOAUTEILHOCTH cepBepoB Fujitsu
PRIMERGY c¢ Xeon SPR u Xeon EMR B HPL s RX2540 M7 [166] u s
CX2550 M7 [303].

Tapnuua 31. IIpomsBomgurensHOCTh 2P-cepBepoB ¢ Xeon SPR

B tecte HPL
Monenb Yucmo spep | Hacrora, 'y Hpoussoauresnocts, GFLOPS
Hannsie [303] | Hauusie [166]
Xeon 8490H 60 1.9 7584 7386
Xeon 8480+ 56 2.0 7293 7388
Xeon 8470Q 52 2.1 7051
Xeon 8470N 52 1.70 6264 6105
Xeon 8470 52 2.00 7051 6930
Xeon 8468V 48 24 7022 6321
Xeon 8468 48 2.1 6698 6544
Xeon 8458P 44 2.7 6162
Xeon 8460Y+ 40 2.00 5538 5421
Xeon 8462Y+ 32 2.80 5522
Xeon 6548Q 32 3.10 6160
Xeon 64545 32 2.20 4667 4418
Xeon 6428N 32 1.80 4025 3826
Xeon Max 9480 56 1.90 6781

Hamubie Tabmibl 31 JaioT onpeieseHHble OIEHKN TOro, KaK ITPOU3BOIH-
TEJHLHOCTh MOYKET MEHSIThCSI C YBEJIMIEeHUEM YUCJIA SIEP WM TAKTOBBIX YACTOT.
IlorsaTHO, UTO TIpEACTABICHHBIE B 9TOH Tab/uIle JaHHbe OT Fujitsu MoryT ObITH
HE MaKCHMaJIbHO JOCTUKUMbBIE TOKA3ATE/IN, KOTOPbIE 3aBUCST, B YACTHOCTH, U
oT pasMepHocTH npuMeHsieMbix MaTpur,. g Xeon 8592+ B [303] ykasana
npousBoauTeabHocTh 8542 GFLOPS.

OTH JaHHBIE O MPOU3BOMTEILHOCTH it Xeon 8480+, Xeon 8490H u
Xeon 8592+ Boime, gem 111 EPYC 9654, npusenennbie B Tabsmie 15. Ograko
MakcuMasibHast npusegernas AMD B [121] mus 2P-cepsepa ¢ EPYC 9654
npousBoguTenbHoCTh, 8856 GFLOPS, cymecrsenno 6osbiie, vem y Xeon SPR,
1 HEMHOXKKO Godibie, ueM y Xeon 8592+. AHanoruvnble nanubie B [121] ais
EPYC 9684X u EPYC 9754 (ouu npusezennl B pasuene 2.4.3) Takxke GoJblie,
9eM y 3TuX mporeccopos Intel.
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Paznutne cBsizano B mepByIo ovepe/ib ¢ OOJIBITAM YUCJIOM SJI€P B JTAHHBIX
mogesisix EPYC, yem y Xeon SPR u Xeon EMR. OupejiesieHHOE OTCTaBAHUE
EPYC no cpaBrenuio ¢ Xeon B KOJIMYIECTBE OMEPAIHIl C TIABAIOINIEH 3aIsITON
3a TakT y sjep EPYC, B otname oT yMHOXKEHUST MATPUIL, 37€Ch OTIYACTH
HuBesmpyercs, mockoiabky B HPL ma obiiee Bpemst pacuera BinsieT HE TOJIBKO
YMHOYKEHUE MATPHUII.

B [312] mast cepsepa ¢ 56-smepubivu Xeon 8480+ NMpuBeIEHBI TTOTY I€HHBIE
stmonckoit kommnanueit HPC Systems pamusie o npoussomurensuoctu B HPL
B 3aBHCUMOCTH OT pa3dMmepHocTr Marpuiibl [N. COOTBETCTBYIONINE TAHHBIE
[peJicTaBIeHbl B Tabjuie 32.

Tasmuua 32. Ilpoussogurensuocts B HPL Ha ceppepe ¢ Xeon
8480+

N 140000 | 180000 | 200000 | 220000
IIpoussomurensuocts, GFLOPS | 4414.2 | 4683.8 | 4764.9 | 4819.0

OTu pe3yabTarThl ObLIU OJIyYEeHbI C UCIOJIb30BAHUEM KJIACCHIECKOIO
komnumigTopa Intel uz oneAPI Base & HPC Toolkit 2022.2.0, a takxke
coorBercTByIforeii Bepcun oneMKL.

Kpome Toro, nmerorcst JanHble o mpousBoguTebHocTu Xeon SPR B HPL
Ha 4- u 8-1porneccopHbIX ceppepax or Fujitsu [63,306], koTopbie npe/cTaBieHs!
B Tabsuie 33.

Tasiuua 33. MacmrrabupoBanue npousBoauTeabnoct HPL
C YHCJIOM TIPOIeccOpoB Xeon SPR

ITpouzsogurensuocrs, GFLOPS
Mopnenn Yucno axep | Yacrora 4 nponeccopa 8 nponeccopos
HPL | IlukoBas | HPL | IlukoBas
Xeon 8490H 60 1.90 I'T'y | 14505 14505 25061 29184
Xeon 8468H 56 2.10 T'T | 12656 12902 23274 25805
Xeon 8460H 52 2.20 I'T'r | 11872 11264 21697 22528

OTH JaHHBIE TOBOPST O XOPOIIEH MaCIITaOMPYEeMOCTH IIPOU3BOIAUTEILHOCTH
HPL ¢ guciiom mporeccopoB B cepBepe U 0 ee 0JIM30CTH K ITUKOBOI BeJIMIMHE.
3J1eCch HAJI0 OTMETHUTD, YTO B TECTAX ObLI BKJIOYEH TYPOO-PEXKIM, & ITUKOBasI
IPOU3BOJUTE/IBHOCTL CHUTAECTCsA Ha 68,30BbIX TaKTOBBIX YaCTOTaX.

XoTrs TpaaunuoHable 2P-cepBephl CO cTapmuMu MoaeaaMu Xeon SPR u
Xeon EMR o mpomzsoguTensuoctu B HPL yerymator cepsepam co craprmumun
mozesisivu EPYC 9004, 4- u 8-tiporieccoprbie cepiBephl ¢ Xeon SPR ux 0OrOHSIOT,
mockoJibky EPYC 9004 He 1ojiepKuBaioT TaKue MHOTOIIPOIECCOPHBIE
KOH(MpUTYpaIuu.
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Tectsl npouzBoguressbuoctu HPCG. B ommmane or paccMOTpeHHBIX
BBIIIE JIAHHBIX O [IPOM3BOJAUTEIFHOCTU B BBIYUC/IATEIbHO-nHTeHCHBHOM HPL,
HPCG c camoro nagasia O6bLI OPUEHTUPOBAHHBIM Ha CYIEPKOMIIBIOTEPHI 1
CBSI3aHHBIM NIAMSTBHIO TecToM (CM., Hanpumep, [313]), n cuuTasucs gydire cooT-
BETCTBYIOIIUM peajibHbIM npuioxkenusiv. Ycrpemsenuss HPCG Ha sTajioHHOCTH
peasim3oBasuch B Buje npucyrcrsus Ha caitre TOP500 oraenpHOro cnmcka
CYIePKOMITBIOTEpOB 110 Tpon3BoaurenbHoctu B HPCG, npudem B mocste et
JIOCTYTIHOM ITPH HAIIMCAHUH 0030pa HoAbpheKoil Bepcun 2024 roga® mpomoskaer
JIUAUPOBATH cynepkoMibioTep Fugaku ¢ romorennpivu y3mamu #a 6aze ARM
A64FX. Tockoisbky cynepkomibiorepbl 6e3 GPU ne morepsisin akTyaJbHOCTD,
paccMOTpuM TTpousBouTesbHOCTh Xeon Ha Tecre HPCG cpa3sy 3a JaHHbIMI
o mpousBoauTenbHocTu B HPL.

Hannbie o npoussogurensaocru HPCG (B GFLOPS) myis pasubix cepBepos
Dell PowerEdge ¢ Xeon SPR (¢ 32-gnepubivu Mmogessvmu Xeon 6430 u 8452Y u
56-anepuoii Mojesbio Xeon 8480+ ) mpejcraBiieHbl HA PUCYHKE 35.

HPCG w/ INTEL SAPPHIRE RAPIDS on 16G PowerEdge Platform

100 112
1.02

Performance in GFLOPS/sec

R760_6430 R660 _8452Y 6620 _8480
Platforms (processor models)

Pucynok 35. Ilpoussomurensuocts B HPCG B 2P-cepBepax
¢ Xeon SPR (pucyHok u3 [314])

OTu JaHHBIE MOXKHO HCIIOJIB30BATH C TOYKU 3PEHUS OTHOCUTEIBHOMN
IPOU3BOIUTEIFHOCTH PA3HBIX Mojesieit Xeon SPR, MOCKOJIBKY TOYHBIN pasMep
3aJatdl [ 9TOr0 PUCYHKA B [314] He mpusemem.

Oanako nmeroTcst JauHble o npouspoaureabHocT B HPCG ms 6ostee
mupokoro Habopa Imporeccopos, Bkiovas Xeon EMR u EPYC 9004 [202,289],
B TOM 4mncJie NpoBeJieHHble B pamkax PTS-recra HPCG 3.1 [202], koTopbie
[IpUBEJIEHBI B TabmuIe 34.

36https://top500.org/lists/hpcg/list/2024/11/, accessed 7.05.2025.
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TasmuiiA 34. TIpou3BOAMTENBHOCTH CEPBEPOB C MPOIECCOPAMU
Xeon SPR, Xeon EMR u EPYC 9004 B Tecre HPCG

Mogens YHucso simep IIpouzBogurensuocts cepepa, GFLOPS
B IIPOLECCOPE | 1P-koH(Uryparus 2P-kouduryparus
Xeon 8592+ 64 35.42 70.95
Xeon 8490H 60 31.24 60.42
Xeon 8380+ 20.65 40.31
EPYC 9684X 96 23.78 44.11
EPYC 9654 96 32.13 43.97
EPYC 9684X 96 C nerepmunausmom Power: 73.26
EPYC 9654 96 C perepmunusmom Power: 50.86

ITpumeuanne: Bpemst BeinosiHeHus1 60 ceK., pa3MepPHOCTDH MoAceTKu 144.

EcrecTBenno, B TOM uuciie u3-3a 00jiee BBICOKOCKOPOCTHOM HMaMsITH, Xeon
SPR (momesnb 8490H) mo maHHBIM 9TOH TaGIMIBI CHIIBHO onepexkaer Xeon ICL
(momess 8380), a Xeon EMR (momess 8592+) Gbictpee Xeon SPR. ITpu paGore
¢ mapamerpamu BIOS 8 EPYC 9004 o ymosaanuio craprime mojen Xeon SPR
u Xeon EMR no mpoussopuressaocru 8 HPCG cymecrsenno onepemmim EPYC
9004. IIpu srmogyenuu B BIOS myia EPYC 9004 nerepmunusma Power, paromero
JIOCTHZKeHHe 6oiee BBICOKHX TAKTOBBIX 4acTOT 3a cueT mosbimerns TDP (cm.
pazzes 2.2 Boiiie) npoussogureabrocts EPYC 9004 cymecTBeHHO BO3pacTaet.
Onanako u Xeon EMR, u Xeon SPR 1pu 3TOM HO-IIPEKHEMY CYIIECTBEHHO
OBICTPee YaCTO UCIOJIH3YEMOr0 B CylepkoMIibioTepax mporeccopa EPYC 9654,
u jimib 2P-cepBep ¢ EPYC 9684X memuoro omepemi 2P-cepsep ¢ Xeon 8592+.

31ech BCTaeT BOIPOC yPOBHS MACIITAOMPOBAHUS TPOU3BOIUTETHHOCTH
HPCG ¢ guciiom sijiep B MHOIOsIIEPHBIX Iiporieccopax (s 96-siaepHbix
EPYC 9004 B Tabsune 35 310 Gojiee aKTyaJbHO, 9eM st Xeon) Ipu
ucnosb30Banu B [202] B KauecTBe pasMEPHOCTH JIOKAJIBbHON Tozicerkn 144 nyist
BCeX TPeX Koop/uHAT (06pasyrolasicsi ojJiceTKa npucBanBaercs Kaxomy MPI-
uporeccy, cM. [315]). B [314] aust Xeon 8480+ Gblia mosydena Gosiee BBICOKas
[IPOU3BOAUTENBHOCTD, YeM B [202]| myst Xeon 8592+, u TaM IpUMEHSIICS
pasmep nomcerku He MeHee 192. ITo mammsiM AMD [121] mocturaemas
Ipou3BOIUTETHHOCTE crapimx momeseit EPYC 9004 8 HPCG ¢ pasmepHocThio
noaceTku 192 B mapy pa3 BbIIIe, 9eM B 3TUX PTS-TecTax.

ITapannensuble Tectbt NAS (NPB). 'paduku 3aBUCHMOCTH TIPOU3BOIN-
TEJILHOCTHU B 9TUX TECTaX JjIsd 32-/IepHBIX Mojeseit Xeon SPR puBeieHbI

BBIIIle Ha pUcyHKax 15 u 16.
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31ech MBI OIpAHUYUMCS AHAJIU30M JAaHHBIX [202], rie npuBeeHbl JaHHbIE
O TPOM3BOAUTEIHLHOCTH U SHEPTOI(PPEKTUBHOCTH B COOTBETCTBYIOMMX PTS-
TecTtax NPB [jIs pa3sHbIX IMOKOJIEHUH MACIITAOMPyEeMBIX IIPOIECCOPOB Xeon,
B ToM umcye Xeon ICL, Xeon SPR u Xeon EMR, a tak:xke EPYC 9004 Genoa u
Bergamo.

B rabaume 35 mpuBeaeHs! JaHHBIE O TPOM3BOAUTEIbHOCTH 1P- 1 2P-cepBepoB
¢ Xeon 8490H, Xeon 8592+, a tak:ke EPYC 9654, EPYC 9684X u EPYC
9554. B meit npusezensr ganubie Tosbko it EPYC Genoa, mockonbky B HPC
OOBIYHO UCIIOJIB3YIOTCS UMEHHO OHH, a He Bergamo ¢ MeHee BBIYUCIUTETLHO
adpdexkruBabiMu gapamu Zen 4c. Ho 128-saepubie EPYC 9754 ¢ Zen 4c
[0 IpOM3BOAUTEILHOCTH B NPB Tak:Ke, Kak W crapinne mouean (Genoa,
onepexkaian Xeon SPR u Xeon EMR [202].

Tapmuua 35. IIpousBoauTeIbLHOCT CPABHUBAEMBIX ITOKOJIEHUIA
Xeon u EPYC B NPB 3.4

IIpoussoxurenbuoctsb, MOP /s
M q J
o1eJ1b HCJIO IIPOIIECCOPOB U AIEp BTC SPC
Xeon 8490H 1x60 180757 72703
260 336632 152641
Xeon 8592+ 1x64 236491 111687
2x64 437264 242574
EPYC 9554 1x 64 233622 119472
2x64 452577 242455
1x96 261865 125374
EPYC 9654 509783 263543
2x95
551536(*) 272752*
1x96 312136 208538
EPYC 9684X 625625 353106
2x96
708203(*) 390558*

) nomeuens pesyasrarsl EPYC, nposenennsie ¢ gerepmunun3mMoMm Power (ocrajabHble
y s
B PEXKHUME I10 yMOJIYAHHUIO).

B rabune 6butu oToGpanbl ganubie u3 [202], B KOTOPBIX HEe HABIIOIAIUCH
rpyOble HapyIIeHUs] MaCIITAONPOBAHUS TPOU3BOIATEBHOCTH C YUCJIOM SIIED
(3TOMY MOXKET CIOCOOCTBOBATH U CBA3AHHOCTH NaMsThio TectoB NPB). Coracuo
JaHEbM [202], Bo Beex Tectax EPYC Genoa onepeskan 1o IPOU3BOIUTENBHO-
cru Xeon SPR u Xeon EMR, kak B 1P- Tak u B 2P-koHUrypaiuu, mpuiem
MHOIIa 9TO ObLIO W IPHU OJUHAKOBOM umcie saep B Xeon u EPYC.

9T0 UMeJI0 MECTO KaK B JIETEPMUHM3ME 10 YMOJIYaHUI0, TaK U B Power-
peKnMe, KOTOPBIH J1aBajl OOBITHO CYNIECTBEHHOE YBEJIMYEHNEe TTPOU3BOIUTE b
noctu Genoa. Ilo npoussogurepHocTH Ha BT 911 Mojiesin Xeon SPR u Xeon
EMR rakske orcrasamu or EPYC 9004 [202].
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Nneerca® Gosee mumpokuii Habop JAHHBIX O HPOM3BOJUTEILHOCTH PASHLIX
MoJIesteil mporeccopoB B PTS-tecrax NPB. Hekoropsble janHble st Tecta NAS
FT.C (c tpexmepubim BII®) npusesenst Boimie B Tabaune 17.

B sTom Tecre miporteccopsr Xeon SPR u Xeon Max orcraioT B Ipou3BO-
aurenbHOCTH 0T crapmux momeselt EPYC 9004 (sto mmeer mecTo u jjist
Xeon EMR), a unorga u or EPYC Milan. Ho B PTS-Tectax NPB Tak:Ke HY?KHO
obpaimars BHUMaHUe Ha COOTBETCTBHE HCIIOJIb3YEMbIX KJIacCOB (pa3MepHoCTeit
3aJ1a4) MacIITabUPOBAHUIO IIPOU3BOIUTEILHOCTH ¢ YUCJIOM sep. B recre
LU.C, rue orcyTcTBue MacCHITAOUPOBAHUS TPOU3BOIUTEIHLHOCTH ¢ POCTOM
quCJIa SiJep BHEIHE He TPOosIBJIsiioch, 1P- u 2P-cepeepsr ¢ EPYC 9684X,
EPYC 9654 u EPYC 9554 6bliu 6bIcTpee aHAJIOTHIHBIX cepBepoB ¢ Xeon SPR
u Xeon EMR, a 1P- u 2P-cepBepsbl ¢ 32-siuepubivu EPYC 9374F onepexkasu
1o npousBoauTesbHocTU cepBepbl ¢ 60-suepubivu EPYC 8490H (cm. Takzke
obcyxenne npoussoguressHocT EPYC 9004 B PTS-Tectax NPB B pasueste 2.4.5
BBIIIIE).

Tectbl npousBoauTeabHoctu Graph500. PaccmaTpuBaBimecss HeMHOTO
BBIIIIE TECTHI OBLIM OPUEHTUPOBAHBI B IIEPBYIO ovepe b Ha 3agaun HPC, u
AKTyaJIbHBI B TOM YHUCJIE U JJIs CynepKOMIbioTepoB. Cpein mMOTEeHINATIBHO
HMHTEPECHbIX U JJId COBPEMEHHBIX CYIIEPKOMIIBIOTEPOB TE€CTOB MO2KHO OTMETUTDH
AHAJIN3 [TPOU3BOIUTEIBHOCTH [ HHTEHCUBHON 0OPAaDOTKU MAHHBIX, KOTOPBIi
nposourcs B Tecre Graph500 s 3aa4uu paborsl ¢ rpadgamu. CooTBeTCTBYO-
mue jganabie st PTS-rectoB Graph500 3.0 ma 1P- u 2P-cepBepax ¢ Xeon
8592+, Xeon 8490H u Xeon ICL 8380 npeacrasiens: B [202]. Tam BusHO, 41O
Xeon SPR 10 MpOM3BOJUTEIHHOCTH CYIIECTBEHHO onepekaeT Xeon ICL, a Xeon
EMR— cooTBeTcTBEHHO oreperkaer Xeon SPR. Ho Bce mporieccopsr Xeon mpu
9TOM CYIIECTBEHHO OTCTAIOT II0 MPOU3BOJAUTEILHOCTHA OT CTAPIIUX Mofesei

EPYC 9004.

TecTbl MPON3BOAUTEJILHOCTHU AJIsI OOJIAYHBIX TeXHOJIOTHi. Pasnbie
TECTHI IIPOU3BOIUTEILHOCTH, YCJIOBHO HHTEIPUPOBAHHBIE B 9TOM 0030p€e B IPYIIILY
AKTYAJIbHBIX JIJIsl 00JIAYHBIX TE€XHOJIOrUH (KaK 9T0 ObLIO CEIAHO PaHee U IpH
pacemorpenun npoussogureabaoctu EPYC 9004), ecTeCTBEHHO BKIIOYAIOT
u onutaiin anasurudeckyio oopaborky (OLAP). Ocobennocru s OLAP
HCTIONIB3YIONUX YUILIETHI COBPEMEHHBIX MHOTOSIIEPHBIX [IPOIECCOPOB (B MEPBYIO
ouepens NUMA) pacemorpenst B [316]. Tam mosrydensl, B 4aCTHOCTH, JaHHbIE
o upoussogureabrocTn TPC-H st 2P-cepepa ¢ 56-siepabivu Xeon 8480+, a
takke 2P-cepsepa ¢ 64-saepasivu EPYC Milan 7713 u ogHOIpOmIeccopaoro
cepsepa ¢ 64-saepabivm ARM-tiporieccopom AWS Graviton 3.

3"https://openbenchmarking.org/test/pts/npb, accessed 12.03.2025.
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Hauubie 06 yckoperuu B TPC-H, nonyuyennom Ha 2P-cepsepe ¢ 64-
simepHbIME Xeon 85924 110 CpaBHEHUIO ¢ AHAJIOTHIHBIM CEPBEPOM C H6-s11epHBIMI
Xeon 8480+, npeacrasnenst B [305]. st recra OLTP-2, siBastronierocst
paspaborannbiM Fujitsu ornpenenenabiv anasorom crangapra TPC-E; B [303]
MIPUBEJICHBI OIEHKN PE3YJIbTATOB JIJIsi CEPBEPOB 9TON (PUPMBI ¢ PA3HBIMUI
mogessimu Xeon SPR (ot 8- 1o 32-simeprbix) u Xeon EMR (or 8- g0 24-sijiepHbix).

JpyruMu akTyaJabHBIMEA TECTAMU, OTHECEHHBIMU 3/1€Ch K JAHHON TpyIIIe,
SABJISIIOTCsT cTaHaapTable Tectbl SAP*. B [63] Gbuin mosyveHs! gaHHbIe
0 IPOU3BOJIUTEILHOCTH Ha 8-TIporieccopHoM cepBepe Fujitsu ¢ 60-saepHbivMu
Xeon 8490H sist Beex Tpex das recta SAP Business Warehouse (SAP BW) st
6a3el ganabix SAP HANA. ITna 2P-cepsepa Fujitsu ¢ Xeon 8490H B [166] Gbiiu
[OJIYY€HBI JIAHHBIE O MPOU3BOIUTEILHOCTH B JBYXYPOBHEBOM CTAHJIAPTHOM
Tecre SAP SD, u jgocTurayTo yCKOpeHue o CpaBHEHHIO ¢ 2P-cepBepoM
¢ 40-anepubivu Xeon ICL 8380 B 1.6 pasa (4ro 6/1M3KO K OTHOIIEHUIO YUCJIA,
sJIep B 9TUX cepBepax). B [305] nupuBeseHbl JaHHbe O TPOU3BOAUTEIHLHOCTH
B SAP BW yiss HANA, nostyuensbie Ha 2P-cepBepe ¢ 64-siiepHbIMU Xeon
8592-+.

TecTbr paboTh! ¢ 6a3aMu JAHHBIX TAKYKE MOTYT OBITH AKTYAJbHBI JJIst
00Js1avqHOl TexHOJIOrHH. 3/1eCh MbI yKaykeM Ha jianHble PTS-tectos PostgreSQL
B [202] o npomsBoguTenbHOCTH ¢ Xeon 8592+ MO CpaBHEHUIO ¢ 56-s1MepHBIME
Xeon 8490P+ u crapmmvum mozensivu EPYC 9004. B atux tecrax 2P-cepBepsl
C YKA3aHHBIMU IIPOIECCOPAMU JIAIOT YUCJIO TPAH3AKIIUI/C MEHbIIe, IeM
1P-kouduryparuu. 4Yto Kacaercss 1P-cepBepoB, TO 1O OTHOIIEHUIO K CEPBEPY
¢ Xeon 8490H nponeccop Xeon 8592+ naer yckopenme Ha 6.6%, a 6omee
onicTphiil 96-anepubiit EPYC 9654 —na 10.8%.

ITpou3sBoAUTEIHLHOCTDH 33429 MEXAaHUKHU CILIOMIHBIX cpend. OTHocH-
TeJIbHas Tpou3BoauTeabHOCTD 40-aaepaoro Xeon ICL 8380 u 56-aaepHoro
Xeon SPR 8480+ B Tectax nporpammubix CFD-cpencre OpenFOAM, CFD-
mpuiaoxenuit ANSYS Fluent, LS DYNA u Mechanical, a takxke npuiioxenus
nporuoza norogsl WRF mpencrasnena Boime Ha pucynke 32, m ara Xeon SPR
ITOKa3BIBAET POCT IIPUMEPHO B IOJITOPa Pa3a, KaK BO3POCJIO U YHUCJIO SJIED.

[Mockosbky wacto npoussoautesbHocTh CFD-nprtoxkenuit iumurupyercs
YMHOYKEHUEM Pa3PezKeHHON MaTpUIbl Ha BeKTOp, B [317] na 2P-cepsepe
¢ 56-gaepupiMu Xeon 8480+ s 3amad CEFD mccaemoBaHbl BO3SMOYKHOCTH
npeobpa3oBaHus Takux yMHOKeHnit (SpMV) B mponsseieHnst pa3speskKeHHBIX
marput, (SpMM) misa gocrukenus 6osiee BHICOKON MPOU3BOAUTEIHBHOCTH.

38https://www.sap.com/dmc/exp/2018-benchmark-directory/#/q2c, accessed 16.03.2025.
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PTS-rect npoussomuresabuocty LULESH (Munu-nipusiozkenust jijisi perniexust
3ajiaun B3pbiBa CeroBa), KAK OTMeEYEHO BhIIE B pasjese 2.4.7, II0XO0
Macmrrabupyercsa ¢ auciaoM siep EPYC 9004 (npu mepexome or Mojean
C MEHBIIUM YUCJIOM sifiep K OoJiee cTapireil Mojesin ¢ OOJIbIIAM YHCJIOM sITep,
"Hanpumep, 2P-cepsep ¢ 64-ssaepabim EPYC 9554 paboraJs 6GbicTpee, YeMm
¢ 96-auepubiv EPYC 9654 [202]). B sr0oM Tecre siydiinyio IPOU3BOAUTEHHOCT
mokazaJt 2P-cepsep ¢ 64-saepubivu Xeon 85924, koTopsiit B 1.55 paza omepeaut
2P-cepBep ¢ EPYC 9654, u B 1.61 paza—c 60-saepabim Xeon 8490H. U
0 TTPOM3BOIUTETHLHOCTH Ha BT cepBepnl ¢ Xeon 8592+ omepeanan cepBepbl CO
crapimmMu Mogeasimu EPYC 9004 [202].

B PTS-recre OpenFOAM 10 drivaerFastback ¢ maJjieHbKEM pasmepom
cerku [318] 2P-cepsep ¢ Xeon 8592+ mo IPOU3BOIUTEILHOCTH OLEPEIUIT
Bce cepBepol ¢ EPYC 9004, kpome 2P-cepsepa ¢ EPYC 9684X, orcras ot
nocsieaaero seero Ha 4%. Ho npu cpeanem pasmepe ceTku 6ojiee 4acTo
npumenstemblii EPYC 9654 Taxxke onepeaun Xeon 8592+, ma 10%. B tabmune 36
[IpeJICTABJIEHBI JaHHbIe [318] 0 BpeMeHn COOTBETCTBYIOMUX PACIETOB JIJIsT
CpeJIHErO pa3Mepa, CEeTKH.

Tab/miA 36. Bpemsa pacuera nHa 1P- u 2P-cepBepax ¢ pa3HbIMU
Moesisivu riporeccopoB B PTS-tecre OpenFOAM drivaerFastback
CO CPEIHUM Pa3MEPOM CETKH

Mopnenn Yucno anep | B xoudurypamuun 1P | B xondurypamun 2P
Xeon 85924 64 302.1 137.0
Xeon 8490H 60 420.6 196.5
Xeon Max 9480 56 410.3 186.3
EPYC 9654 96 325.4 124.3
EPYC 9684X 96 178.2 93.6

IIpomneccop Xeon 8592+ cyiecTBEHHO MTPEBOCXOIUT 37ECH IO TPOU3BOJIH-
tespaocTH Xeon 8490H, ¥To Bo MHOrOM CBf3aHO, BEPOATHO, ¢ Oojiee OBICTPOIt
HCIIOJIB3YEMOi TaMATHIO. IIpOM3BOAUTEILHOCTD BO3PACTAET TAKXKE 34 CUET
npumenernst HBM-namstu (B Xeon Max 9480) wim 3a cuer npumenenus 3D V-
cache (8 EPYC 9684X), no 96-simepusie Mmogenun EPYC 9004 omepexaior Xeon
6€30THOCUTEJIHO K HAJUYUIO TAKAX YCOBEPIICHCTBOBAHUI B MEPAPXUH TTAMSITH.
Jlarubie TabanIBl IEMOHCTPUPYIOT OXKUIAEMOE XOPOIee MACIITAONPOBAHIE
IIPOM3BO/INTEJLHOCTH IIPU Tepexojie oT 1P- K 2P-KoHUryparmm.

B oruere [319] miast PTS-Tecta Morormkia B OpenFOAM 6bur nmpogeMon-
crpupoBaH 3ddekT npumerenust pexkuma 0PM B8 BIOS gast Xeon 8592+.
Bpewms pacuera B 9TOM pekume 6bLI0 TpuMepHO Ha 1 cekyH 1y OoJibIie, HO
oTpebJieHne MOITHOCTA Xeon B cpemHeM ist 2P-KoHduUrypaun ObLI0 mouTH
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na 80 Bt mumxke, a mukoBoe motpedsenne MorrHocTu —Ha 117 Bt Humxke. s
6oJiee BBIYUC/IUTENLHO cyiozKHON Mojiesm drivaerFastback mpousBoguTebnocTh
B pexkume OPM ObLIa COIOCTAaBUMA, ¢ UCXOMAHOI, HO ¢ OPM cpeimee oTpebieHne
motHocTH 2P 66110 Ha 33 BT Himke, a mukoBoe moTpedIeHne MOITHOCTH — Ha, 37
Bt menpmre. Ho 06a 3Tux Tecta mpoBOAUINCH ¢ MAJIEHBKIM PAa3MEPOM CETKH.

B PTS-tecre WRF 4.2.2 ¢ «conus 2.5km» B KadecTBe MCXOTHBIX JTaHHBIX
B [318] 2P-cepsep ¢ Xeon 8592+ TakKe, KAK C PACCMOTPEHHBIM BBIIIE
rectom OpenFOAM drivaerFastback ¢ majeHbKEM pazMepoM CETKH Omepe; i
o mpoussoauTesbHOCTH 2P-ceprepnr ¢ Xeon 8490H (ma 19%) u ¢ EPYC 9654
(na 24%), To ecTb mocaeaHMit orcran u ot 2P-ceprepa ¢ Xeon 8490H. Ho
JILJIEPOM TIO ITPOU3BOAMTEIbHOCTH 311ech ObLT 2P-cepep ¢ EPYC 9684X,
obormasmmmii cepsep ¢ Xeon 8592+ ma 26%. Kpome Toro, 1P-cepsepsl ¢ EPYC
9684X u EPYC 9654 6buu Goictpee 1P-cepsepa ¢ Xeon 8592+ (xora EPYC
9654 — rosibko na 6%). EPYC 9654 onepeaun npu srom Xeon 8490H na 18%.

B [289] B ananornanom tecte WRF ¢ «conus 2.5km» (tam mmerorcs
TakxkKe JaHHble 1711 2P-cepBepa ¢ 56-gaepubivu Xeon 8480+) 2P-cepsep ¢ Xeon
8592+ omepemui 2P-cepsep ¢ EPYC 9654, HO orcTas mo mpon3BOUTeIbHOCTH
oT 2P-cepBepa ¢ uMermuM croibko ke snep (64) EPYC 9554. Bee atu
TECTHI TPEOYIOT MPOSICHEHUsI CUTYAIUH B TIEPBYIO 0YepPeb C PACCMOTPEHUEM
3aBUCHMOCTH [TPOU3BOJIUTEILHOCTH OT YUCJIA 33JIefICTBYeMbIX B pacdere sijep.

Ha ocuoBanum ripejcrasiieHHbIX Bbile JaHnHbiXx PTS-tecroB LULESH,
OpenFOAM u WRF BuHO cyIlliecTBEHHOE yBeJIMYeHne [TPOU3BOINTEIbHOCTH
Xeon 8592+ mo cpasrermuio ¢ Xeon 8490H. MoxxHO cKa3aTh 0 KOHKYPEHTOCIIO-
COOHOCTH TI0 TPOU3BOAUTEIHLHOCTH Xeon 8592+ u crapmux momesneit EPYC
9004. Xeon 8592+ mnorga omepexaJ 1o npoussoauresbrocTn EPYC 9654, Ho
9TO OTHOCWJIOCH K 3aJadaM CKopee HeOOIbInX pa3dmepHocTeii. Vmerormue-
Csl TAaHHBIE BAXKHO YTOYHSATH C TOYKU 3PEHUS OIPEIEIEHUS 3aBUCUMOCTH
[IPOM3BO/IUTEHLHOCTH OT YHCJIA 33/IefCTBYEMbBIX B CEpBeEpPax sijiep.

Macmmradbuposanue poussoauresbHocTd OpenFOAM u WRF or uucia
cozepkainux Xeon 8480+ yzs0B Kiacrepa ¢ Infiniband NDR 200 paccmorpero
B [320].

IIpousBoANTEILHOCTD B 3a/laYax BbIYMCJIUTEJIbHOM Xumnu. Jlaee
MBI PaCCMOTPUM HHGPOPMAIWIO 0 TpousBoauTesbHocTH Xeon SPR u Xeon EMR
B 33/1a9aX MOJIEKY/ISPHON TUHAMUKHI, KBAHTOBON XUMWH, & TaKKe YCJIOBHO
OTHECEHHOTO 37IeCh K BBIYUCIUTEbHON XuMun MuHU-Tpuiokeanss miniBUDE
IJTsT MOJIEKYJIAPHOTO JoKuHTa. Hanbosibiitee KOIUIECTBO TAKUX JTAHHBIX
TPaJAUIINOHHO OTHOCUTCS K MOJIEKYJISIDHOI TMHAMUKE, B TOM YHCJIE U3-3a JaCTO
BBICOKHUX IIOKa3aTesell MaciTabupoBaHusi IIPOU3BOIUTEIHHOCTU C POCTOM
qHCJIa UCHOIb3YEMBIX SJIED.
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I mpusioxkenus mogekyaspaoit nuaamukua GROMACS, koropoe vacro
cauTaoT HanboJsee XOPOIO PACIIAPATIICIEHHBIM, TAHHBIE O IPOU3BO/UTEILHOCTH
B PTS-tecre GROMACS 2023 gy 1P- u 2P-koHUrypaiuii ceppepos ¢ 64-
anepabiMu Xeon 8592+, 60-saepusivu Xeon 8490H u 40-snepusivu Xeon
8380+ mostyuensl B [202] s nexomubix manabix water  GMX50  bare
(pacueT KOMILIEKCOB U3 GOJIBIIOrO YUCJIa MOJIEKYJI BOAbl) ¢ npuMmenenunem MPI-
pacnapaJuienrBanusi. COOTBETCTBYOINAST IIPOM3BOJUTENBHOCTD (BPEMEHHOM
MHTEDBAJI JIBUKEHUsI B HC, DACCUMTAHHBIH 32 JIeHb) [peJICTaBlIeHa B Tabumme 37,
rJe OHa COIOCTaBJIeHa U co crapimumu MojeasaMu EPYC 9004.

Tasnuna 37. Comocrasienue npoussoaurebaoctt GROMACS
(B uC/menb) B cepepax ¢ Xeon SPR, Xeon EMR ¢ cepBepaMn
Ha JPyTHUX TIPOIECCOPax

Monens Yucno saaep | B xouduryparun 1P | B koudurypamuun 2P
Xeon 8592+ 64 10.5 18.3
Xeon 8490H 60 8.6 15.2
Xeon 8380 40 4.8 9.0
EPYC 9654X 96 11.5 18.8
EPYC 9654 96 114 19.0
EPYC 9554 64 9.7 16.9

JlanHbIe 3TOi TAO/IHIIBI TOBOPAT O BHICOKOM POCTE ITPOU3BOIUTEIHHOCTH
IpHU TIepPexXo/ie OT CTapIuX Mojeaeir Xeon ICL K CTAPIINM MOIEIIM Xeon
SPR, a 3areM K Xeon EMR. IIpu nepexone k Xeon SPR JOCTUTHYTHIN POCT
[IPOM3BOUTEILHOCTH PEBLICUIT YBEJIMIEHUE TUC/IA A1epP. AHAJOTHIHOE UMEET
MecTo Tipu repexojie oT Xeon SPR Kk Xeon EMR.

Kaxk jyis npejicraBieHHbIx B Tabjuie Mojesieil Xeon, Tak U JJisl MOJIejIei
EPYC 9004 umeer mecTo Xopoliiee MacuITabupoBaHUe ITPOU3BOJUTETHHOCTH
pu nepexojie or 1P- k 2P-kouduryparun cepepoB. CepBepbl CO CTAPITUMU MO-
nerasimu EPYC 9004 onepenin 1o mpon3BOIUTEHHOCTH CEPBEPBI CO CTAPIITIMA
MofesisiMu Xeon 6s1arogapst 6osbiieMmy duciy sizep. [IpomsBomureibHOCTD
B 9TOM TeCTe BO3pacTaJia U IIPHU JAJbHeNIIeM pocTe Yucia sjep B Mojesu. Eie
0oJiee BBICOKAsl, Ye€M IIPEJICTABJIEHHAsS B TAOIHIIE IIPOU3BOIUTEILHOCTD, ObLIA
nonyvena B [202]| ma cepsepe co 128-snepasimu EPYC 9754. Kpowme Toro,
mpou3BoauTebHOCTh cepBepoB ¢ EPYC 9004 erme HECKOIBKO MOBBIMIAETCS TPU
BKJIFOYEHWUN JleTepMUHI3Ma Power.

[Ipu comocraBennu cepBepOB ¢ OAMHAKOBBIM UHUCIOM A1ep ¢ 64-siIepHBIMI
nporeccopamu Xeon 8592+ u ¢ EPYC 9554 nmpousBomuTebHOCTL Xeon B 3TOM
TecTe MPOIEHTOB Ha JecaTh Bhime. OmHako JaHHBIX s pacdeta ¢ EPYC 9554
¢ nerepmuansMoM Power B [202] He mpezcTaBiieHo.
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ITo mamubvM [202], ¢ Touku 3penus HEProdOdOEKTUBHOCTH IIPOIECCOPDI
Xeon ycrynamnu craprimM Mogesasy EPYC 9004.

Hpyrue nannbie O MPOU3BOIUTETLHOCTH JIjisl CEPBEPOB ¢ Xeon 8592+
u Xeon 8490H, upescrasiennbie B Tabsuie 37, ObLIN HOJydeHbl B [318]
st PTS-recta GROMACS 2024 (¢ GROMACS 1.9) st Tex »Ke UCXOIHBIX
JIAHHBIX ¢ TeM ke pacnapasuieaunBarneM MPI, u takxke conocrasienst ¢ EPYC
9004. DT pe3ynabTaThl OJN3KN K MPUBEIEHHBIM B Tabsure 37, u 371eCh He
paccMaTpUBAIOTCS.

Hneerca®® Gosee MIPOKHil OXBAT JAHHLIX O HPOH3BOAUTEILHOCTH B ITHX
ke Bapuantax PTS-recroB GROMACS st pa3Hbix mporeccopoB Xeon, Tak u
BOOOIIE JIJIs APYTUX IIPOIECCOPOB. DTH JAHHbIE TIOKA3BIBAIOT, 9TO 1P-cepBephl
¢ Xeon 8592+ u Xeon 8490H omepexkaior o mpousBoauTesibHOCTH 1P-cepBephl
¢ coBpeMenHbIMu nporeccopamu ARM — co 192-sanepuabsim AmpereOne n
¢ 96-anepubivm Neoverse-V2 (Bepostho, 310 AWS Graviton 4).

Yro KacaeTcs JaHHBIX O Mpou3BoauTEe/IbHOCTH Xeon SPR u Xeon EMR
B JIPyTOM IIMPOKO PACIIPOCTPAHEHHOM HPUIOKEHHN MOJIEKYJISPHON JMHAMUKH,
NAMD, To npoussogurebaocTh 2P-cepsepa ¢ Xeon 8490H B Tecte romoqumepa
nporennos Herl-Herl, comepzkamero 456 Thicsta aToMOB, TIpejicTaBieHa B [321].

IMo marabm AMD [195], 2P-cepBepst co 128-smepHBIME TIPOTIECCOPAME
Bergamo (EPYC 9754) cuibHO orepeskau 1o Ipou3BOAUTEILHOCTH 2P-cepBephl
¢ 56-aaepabiMu Xeon 8480+ B HECKOJIBKUX TECTAX C PA3HBIMHU MCXOIHBIMU
JIAHHBIMU, YTO MOYKET OBITH €CTECTBEHHO IIPU XOPOIEeil MacIITabupPyeMOCTH
¢ gucyioM gzep. [Ipo cymmecrBeHHO Gojiee BBICOKYIO MTPOU3BOIUTETHHOCTE
NAMD B 2P-cepeepe ¢ EPYC 9654 o cpaBHeHuio ¢ cepsepom Ha Xeon 8480+
AMD coobumuia B [196] 6e3 ykazaHus Ha KOHKPETHBIE UCXOIHBIE JAHHBIE
Tecra. /laHHBIE O TIPOU3BOUTETHHOCTH CEPBEPOB ¢ HEKOTOPBIMHU MOJIEJISIMU
Xeon SPR B PTS-recrax NAMD nmerorca?®.

WNmerorca*! mamEBIe 0 TpomM3BOINTEbHOCTH Xeon SPR m Xeon EMR
B PTS-rectax LAMMPS Bepcuwn 1.4, apyroro m3BeCTHOrO MPUJIOKEHUST
MOJIEKYJIIDHOW JIMHAMUKHU, C PACUETAMM MTPOTEMHA, POJIOTICUH U MOJIEKY/ISPHOT
cucreMbl u3 20 THICSY ATOMOB. XOTs COIVIACHO 9TUM pe3yibraram Xeon EMR u
Xeon SPR orcTaBajy 0 IPOU3BOAUTEILHOCTH OT cTapinux mojaeneiit EPYC
9004, 310 TpebyeT MOMOJHUTETLHOrO H60JIee TOHKOIO AHAJIN3a JIOCTUTAEMON
[IPOU3BOUTEILHOCTH, B TOM YUCJIE C MCCJIEJOBAHIEM 3aBHUCUMOCTHU OT YHCJIA
HCIIOJIL3YEMbBIX B pacdeTax sjiep.

39https://openbenchmarking.org/test/pts/gromacs, accessed 23.03.2025.
“Onttps://openbenchmarking.org/test/pts/namd, accessed 24.03.2025.
“Ihttps://openbenchmarking.org/test/pts/lammps, accessed 24.03.2025.
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st PTS-recta NWChem 7.0.2, oTHOCSIIETOCS K XapaKTepu3yomeMycst
BBICOKOPA3BUTBIMU CPEJICTBAMU PACIAPAJICTMBAHIS KBAHTOBOXUMUIECKOMY
nporpamMMuomy Komiviekcy NWChem, B [202]| mosiyuens! ganHble 0 IpOuU3-
BoauTebHOCTH 1P- 1 2P- cepBepoB ¢ Xeon EMR u Xeon SPR, B TOM ducJie
¢ Xeon 8592+ u Xeon 8490H. Drtu jmannbie orHocarca k DFT-pacuery
modtekysbl C240, KoTopblit 0bCyKascs Boliie B pasjene 2.4.8 ¢ TOYKN 3peHus
npoussogureabHocTy EPYC 9004. Ceprepnl ¢ Xeon 8592+ 311ech onepexa-
IOT II0 IPOU3BOAUTEHLHOCTH cepBephl ¢ Xeon 8490H npumepHo Ha mecaTb
nporeaToB. Cepsepbl ¢ EPYC 9654 371ech Tak»Ke CyIIECTBEHHO OTIEPE TN
110 TIPOU3BOAUTEILHOCTU cucTeMbl ¢ Xeon 8592+. Ho kak ObL10 yKa3aHo
B paszene 2.4.8, 9TOT TeCT ¢ pacCMaTPUBAEMbIMU B 0030pe IIPOIECCOPAMU
OTJIMYAETCS IIJI0X0H MACIITaAOUPYEMOCTBIO ¢ YUCJIOM 3a/[eHCTBOBAHHBIX B TECTE
siJIep, W, B 9aCTHOCTHU, IIPH 1epexoie or 1P- Kk 2P-KoHdurypamusiM. 3J1ecCh,
nampumep, 1P-cepsep ¢ 64-saepusim EPYC 9554 nokazast 6ojiee BBICOKYIO
IPOM3BOJINTEIHHOCTE, deM cucteMbl ¢ 96-anepusim EPYC 9654.

Joctymen*? 6omee MUpoKHil HAOOP JAHHBIX O IPOU3BOUTEILHOCTH PA3HBIX
porieccopoB B 3TtoM Tecre. [lo srum mamubiM, 1P-cepBep ¢ 72-g1epHBIM
ARMv8 Neoverse-V2 (Beposrro, Nvidia Grace) norpeGoBa MeHbllle BpeMeH:
pacdera B 3TOM Tecte, deM 64-saepubiit EPYC 9554.

JpyruM KBaHTOBOXMMHUIECKUM IIPUJIO2KEHUEM, JIJIE KOTOPOI'O MMEIOTCH
JaHHBIE O TpoU3BOAUTEIbHOCTH ¢ H6-simepubiM Xeon 8480+, siBasiercs CP2K.
B [320] muist 16-y30B0ro kiacrepa ¢ Infiniband NDR 200 npogemorcTprposata
xopotasi Macirabupyemocts npoussonuresibroctu CP2K B meromax DFT u
RI-MP2. Tns npunoxkennss Quantum ESPRESSO B [195] AMD coobumia,
qro 2P-cepsep ¢ Xeon 8480+ orcraBaJ 110 IPOU3BOAUTEIHLHOCTH OT 2P-cepBepa
co 128-snepusivu EPYC 9754 npumepno B 1.4 paza. Ctporo roBopsi, 5T0T
pacdeT OTHOCHATCS K KBAaHTOBOI MOJIEKYJISIPHOH quHaMuke merojgom Kap-
ITappune o, HO BpeMsi BBIYUC/IEHUS 3/1€Ch JUMUTUPYETCsT PACIETOM CHJI
KBaHTOBOXUMHUYecKnM MeTogoM DFT.

B Tecrax nmpom3BoauTeIbHOCTH COBPEMEHHBIX BBIYUCIUTEBHBIX CHCTEM
YacTO UCIOIb3yeTCs MUHU-TIPUIOKEHNE MOJIeKyJIsipHOro JokuHra, miniBUDE.
B PTS-trecre miniBUDE ¢ OpenMP-pacnapaJjuiesinBanuem JaHHBIE O IIPO-
U3BOJUTENBHOCTH TI0JIy9eHbl B [202], B wacTHOCTH, Miist 1P- n 2P-cucrem
¢ Xeon 8592+ u Xeon 8490H. IIpon3BoauTe sbHOCTH STOTO TECTA XOPOIIIO
MACIITAOUPYETCs TIPU Mepexojie Ha 0oJjiee cTapIine MOJIENA ¢ OOJIBIINM YUCIOM
simep u o1 1P- k 2P-xkouduryparuu. Jlagee ykaspiBaeMas IPON3BOIUTETHHOCTh

“’https://openbenchmarking.org/test/pts/nwchem, accessed 13.12.2024.


https://openbenchmarking.org/test/pts/nwchem

440 M.B. Ky3bMUHCKUI

oTHOcuTCs K 2P-cepBepam. 64-sanepHbrit Xeon 8592+ okaszajics ObIcTpee, YeM
60-ssmepubrit Xeon 8490H B 1.38 pasa, uro ropasmo Gosibine, 9eM yBeJInIeHIe
qncita aaep. Opaako Xeon 8592+ orcran mo mpousBoguTeabHocTr 0T EPYC
9654 ¢ nerepmuamaMom Power B 1.88 pasza, B To BpeMst KaK IUCJIO sjep y Xeon
B 11oJITopa pasa Menbine, ueM y EPYC 9654.

[To sueproadbdexkrusrnoctu B Tecte miniBUDE Bbrancsurenbubie cucrembr
¢ EPYC 9004 B [202] Tak»Ke cuabHO omepequiu cepsepbl ¢ Xeon EMR n Xeon
SPR.

Hasee Oymer paccMaTpuBaThCs Ipon3BoAnTEIbHOCTL Xeon SPR u Xeon EMR
B 3amadax VU. [Tosaromy mpejicraBisiercss pa3yMHBIM JIaTh 371eCh HEDOJIBIIIOE
3aKJIIOYEHNE 110 JIAHHBIM O IPOU3BOIUTEILHOCTH B IIUPOKO UCIIOJIb3YEMBIX
TecTax, BKIOYast TecThl mpuiioxkennit. MoxHo ckazarb, uto Xeon EMR (6osbimee
YHCJIO JAHHBIX OTHOCHIOCH K Xeon 8592+) CyIecTBEeHHO OlepexkaeT 10 IIPOou3-
BOJIUTEJILHOCTH CTapIIue Mojean Xeon SPR U mMeeT TakKKe CTOMMOCTHBIE
[IPEUMYIIECTBA.

[pu comocrasaennu npoussoguteasbroctu Xeon EMR u EPYC 9004 myxHo,
KOHEYHO, OPUEHTHPOBAThCS HA KOHKPETHYIO 00J1acTh npuMmeHernus. Ho B memom
0Y€Hb I'PY0O MOXKHO CKA3aTh, YTO 110 TPOU3BOIUTEIHHOCTH (B MEPBYIO 0YEPEh
B HPC-o6mactn) crapmme mogesn Xeon EMR u coorsercTBenHO Xeon SPR
00BIYHO OTCTAIOT OT MMEIOIIUX OOoJIblee YUCIO suep crapiuux mozeneii EPYC
9004. ITpu comocraBieHrN CePBEPOB C OIU3KUM WJIA OJUHAKOBBIM YUCJIOM SIJIED
Xeon EMR HepeJIKO jocTUTaan 00siee BBICOKON TPOU3BOAUTEIHHOCTH, HO IIPH
sroM orcraBaau or EPYC 9004 ¢ Touku 3peHus sueproddOEKTUBHOCTH U
CTOUMOCTH.

4.2. MNMpounssogurenbHoctb Xeon SPR n Xeon EMR B 3agavax U

JlaHHBIE O IPOU3BOIUTEIHHOCTH JJIst 3324 VIV BBIYUCINTEIBLHBIX CUCTEM
(or cepBepoB 10 HEGOJIBINOTO KiacTepa) Ha 6ase Xeon SPR B COIOCTABIEHUN
C AHAJIOTUYHBIMU PE3YJIHTATAMU JIJIsi 3-TO HOKOJIEHUS MAaCIITA0UPYEeMBbIX
uporeccopos Xeon u Iy nporeccopos Zen 3 upesacrasiens Intel B [322].

Mudopmarust 06 yckopenun Xeon SPR 3a cueT IpuMeHeHUsI B pabodux
Harpyskax U BosmorkrOcTelt AMX nmeercs B [118]. B npegpirymem pasmese
MIPUBEICHBI JaHHBIE O TPOU3BOAUTEILHOCTH Xeon SPR B aKTyaJbHBIX JIJIS
NN onepamusix GEMM B dopmare BF16, momgep:xuBaemom AMX. B konre
3TOrO0 pasiesna mnpousBoauresbHOCTE GEMM Takke npouwsuIrocTpupoBaHa, JJist
dopmaros FP32 u BF16 B conocrapjiennn ¢ mnporeccopavMu ARM.
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Cpe)lI/I Hy6III/IKa.LU/II7I, HalleJIEHHBIX Ha IIOBBIIMIEHUE ITPOU3BOJIUTE/IBHOCTHU
B 11 ¢ ucnonw3osanuem AMX, ykaxkem paborsl [310,323-326]. [lousTHO,
YTO JOCTUraeMas BeJIMYMHA yCKOpeHus ObiaeT pasnas. Hanpumep, B [325]
JOpabOTK! B MPOTrPAMMHOM ODECIIEYEeHUN ¢ UCTHOab30BanneM AMX maBaJim
yckoperue 110 1.5 pa3. B [326] ¢ npumenenuem [y1st GOIbIIHNX SI3BIKOBBIX MOJIeJIed
refepanuu ¢ paciuperabiM mouckoMm (Retrieval-Augmented Generation)
C UCMIOJIb30BAHUEM TOYHOTO MOMCKA OJIMKAMIIIX COCeMeil, KOTOPOE sIBJISETCS
CBSAI3aHHBIM IIAMATHIO, YCKOpPeHHe 3a cueT AMX cocrapisamo ot 2 mo 10%.
C ucnosbzoannem GPU Nvidia H100 yckopenue 66110 OT ngTH (€ OJ{HIM
H100) no copoka pa3 (¢ 8 H100), xorsi B [326] oTMeueHa BBICOKas CTOUMOCTh
anmaparubix cpegers ¢ H100 (mis BapuanTa ¢ emkocTbio namsatu B 512 T'B mo-
tpebosasocs 8 GPU). Ho npenmymecrsa Xeon SPR 6i1aroaps UCIOJIb30BAHUIO
AMX oueBmaHBI, a Xeon EMR maer masibHEIEe CyIEeCTBEHHOE YTy dIlIeHne.

Intel mostaraer, uro 3aja4n BeiBoga Mojeneir VI 6yayT nCoIb30BaTHCS
HEeGOIBIIUME KOMIAHUAMHU Jiist Jierkux Mogesneid NI (a me jjisi MACCUBHBIX
Moziesieii 6os1ee 4eM ¢ TPUJJIMOHOM IIAPAMETPOB), JJis KOTOPBIX MOXKET ObITh
JIOCTATOYHO BCETO HECKOJIBKUX sIIEP COBPEMEHHBIX IIpoIeccopoB Xeon [327].
Stomy orBeuaer n paspaborka Intel mporpammubix cpesgers OpenVINO [328],
OPUEHTUPOBAHHBIX HA BBICOKYIO ITPOU3BOIUTEIHLHOCTD B IIEPBYIO OYepeb
BBIBOJIA.

Hpyroit mimoctparmeit Toro, rje s I Bo3zMokHO 3D DHEKTUBHO
npuMeHsATh cepBepbl ¢ Xeon 6e3 GPU, MoryT 6bITh OpueHTHPOBaHHBIE
ua 3anauu VU rector MLPerf-Inference [215] (umerorcs B By HEKOTOPBIE
COBPEMEHHBIE PE3YJILTATHI ITUX TECTOB). DTU TECTHI CTAJIU CTAHIAPTOM U
OYeHb AKTHUBHO UCIIOIB3YIOTCS B HAYIHBIX HCCJIEIOBAHUSX MTOCJIEIHUX JIET
B obsactu VIN. CoorBercTByIOIMe Pe3yIbTaThl IPeJICTaBIeHb! B [329)].

B cepBepHbBIX CHEHAPUAX ITUX TECTOB (JJIsl OHJIANH-TIPUIIOKEHUI €O
CJIyYaliHBIM IIOCTYILJIEHHEM 3aIIPOCOB, Ille IPU CO3JAHUHU BBIBOIA YUUTHLIBAETCS
ofmas 1esesas BemunHA 3aepkku [329]), umerores npescrasiennbie Intel
pesysbrarhl, rae 2P-cepsep ¢ 64-simepabiMu Xeon 8592+ 6e3 GPU omepexast
pesysbrarst ¢ coBpemerabiMu GPU Nvidia. Tak, B Tecre Moziesin pekomeHmanuit
dlrm-v2-99.9 (mociieHee 4ncsio — ypoBeHb TOYHOCTH B IpolieHTax) cepsep Intel
nast 949.2 zanpoca/cek, a ganasie Nvidia ¢ GPU H200-SXM-141GB-CTS
ykasbiBaan 155.0 3anpocos/c. Yuciio 3ampocoB/cex 371eCh yKa3bIBAeT IHUCIIO
00paboTaHHBIX MTPHU COOIOACHUN TPEOOBAHNA K TPAHUIE 3aJePXKKH 3aIIPOCOB.

B Tecre Gobioii g3bik0Bol Mozenu (gpt-j-99.9 B cepBepHOM crieHApUM )
¢ Xeon 8592+ Intel 6n11 mosryden Hampbiciinit Ha 14.01.2025 pesyabrar,
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949.20 Tokena/c, a B ofHOM u3 pe3ysbTaToB or Supermicro ¢ 8 GPU Nvidia
H100-SXM-80GB— 900.0 Tokenos/c. B konrnge sera 2024 roga Nvidia o6bsBuna
0 IOJIyYeHUH KapJAuHAJbHO 60jiee BBICOKUX IIOKA3aTesell /I TAKUX TECTOB
BoiBoga Mozesieit TN [330], Ho cooTBeTcTBYIOIIUE PE3YIbTATHI Ha caiiTe TeCTOB
MLperf na MomenT Hamucanust 00630pa MOKa He OBLIN [TPECTABIECHBI.

[MpormyckHast CIOCOGHOCTD SIBIISIETCST METPUKOIT JIJIsT aBTOHOMHBIX CIIEHAPHEB
B rectax MLPerf-Inference [215] (aus npuioxeruii makeTHoit o6paGoTKH, rjie
BCe JIAHHBIE JIOCTYITHBI HEMEJIEHHO, a 3aJ/IePyKKa He orpaHuveHa). /aHHbIe
0 IPOU3BOAUTEIHHOCTH cepBepoB ¢ Xeon 8592+ 111t aBTOHOMHBIX M CEPBEPHBIX
crenapueB Llama-2b-99 u Llama-2b-99.9 ma ycioBusix TectoB MLPerf-inference
nmetorest B [329]. Tam, Hanpumep, B HaGOpe TeCTOB Bepcun 4.1 eCTh oIy IeHHBIH
Intel myst cepBeproro BapmanTa Llama-2b-99 ma ceppepe ¢ Xeon 8592+
pesy/braT, KoTopblii Ha 8% BhIme nosyuennoro Dell mokasaress st cepsepa

¢ 8 GPU AMD MI300X (manubie na 14.01.2025).

Hannbie Dell o npouzsomuresbaocTu ee ceppepos ¢ Xeon EMR B MLPerf-
Inference 4.0 umetorcst B [331], a ¢ Xeon SPR B GOJIBIINX SI3BIKOBBIX MOJEJISAX
¢ upumenenueM dpopmaros FP32, FP16 u BF16—8 [332].

AcHo, 9TO JJIst TPUBEJIEHHBIX BBIIIE 3314 BbIBO/A IIpoIieccopbl Xeon EMR
SABJISIOTCH aKTYaJbHBIME. JIpyroit miumocTpaluei SToro MO2KHO CYUTATh U Pa-
6oty [333], B KOTOPOIl MpeJIOKEH YCOBEPIIEHCTBOBAHHBIN TOAX0/] K YCKOPEHUIO
BBIBOJ[A OOJIBIIUX SI3BIKOBBIX MOJIEJIE ¢ IPUMEHEHUEM PacIapaslIeIMBAHNUS,
B pe3yJbTaTe 4ero IIpU IpUeMJIeMbIX BeJIMYNHAX JJOCTUTHYTOHN IIPOITYyCKHOI
CIIOCODHOCTH U 33JIepKKU ¢ npuMeHeHneM Xeon EMR 6538N suepronorpebdsierne

6bL10 cHEzKeHo Ha 49% 1o cpaBHeHuto ¢ npuMenenueM cepsepa ¢ GPU Nvidia
A100.

XoTs BBIIIE TPUBEJIEHBI OTAEIbHBIE puMepbl 3a1ad U, rioe mokaszaHbl
YCIIEXHU MTPOU3BOINTEILHOCTH Xeon 1o cpaHeHuio ¢ cucremamu ¢ GPU,
9TO, KOHETHO, BCETO JIUIITh WIIIOCTPAIUsT TOTO, UTO TAKUE 3a][a9i OBIBAIOT.
BesycmoBHO, HA OTPOMHOM KOJIMYECTBE ApYyTrux TecToB i N, obbrano
TpeOyomux 00JIbIlle BEIYUCIUTEIBHBIX PECYPCOB, IIPOIEeCCOphl X86, B TOM duce
u Xeon, CUJIbHO OTCTAIOT II0 MPOU3BOAUTEHLHOCTH OT coBpeMeHHbIX GPU.

ITocsie Toro, kak AMD npenocrasuia Ha BhicTaBke Computex 2024
BUJIEO C yKa3aHUEM OIEPEXKEHUsI 0 MPOILYCKHONW CIOCOOHOCTH BBIBOJA
GOJIBITION sI3BIKOBOI Mogen HoBelmumu 128-siepHabivu mporieccopamu Turin
(apxuTerTypbl Zen 5, cM. paszedn 7 gajee) 64-sepHbix nporieccopos Xeon 8592+
6e3 yKasaHUsI UCIIOIb30BABIIEr0OCs IIPOIPAMMHOIO CTEKA U COTJIAIIEHU 00
yposHe obciyxkubanust (SLA), Intel mposeMoHCTpUpOBAIa TPOTUBOIOIOKHBIE
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pesyiabrarel [334]. O6e nndopManuu MOIBUIUCH €I1e JI0 HAYAJa I0CTABOK
AMD srtux nporeccopos Zen 5 Turin. B 2P-cepeepe ¢ Xeon 8592+ 1pu
ucnosib3oBarnu Llama2-7B ¢ dpopmarom INT4, SLA 50 Mc npu nporeHTusie
P99 (r.e. korma Tosbko 1% 3ampocos 06pabaThIBAIOTCH 38 BpeMs OOJIbIIe
zajiepkku) ¢ npumenennem pacmupenus Intel PyTorch (IPEX) ¢ orkpbIThIM
ucxoaHbIM KozioM Intel Gbuia mostydena nporyckHas criocobHocTs 686 TOKeHOB,/ ¢
upotus 671 jys 2P-cepBepa co 128-saaepHbiME mporieccopamu Turin.

Intel mokazasa B [334] Takke ropasio 60jiee BHICOKYIO IIPOIYCKHYIO
crrocobHoCTh BBIBOMA ¢ popmaroM INTS a1 HeckombKux Mojeseil rirybokoro
oby4enus B 2P-cepBepax ¢ Xeon 8592+ u ¢ Xeon 8480+ 110 cpaBHEHUIO

¢ 2P-cepBepaMu ¢ comepKaimMu 60bine mporeccopubix ssaep EPYC 9654 u
9754.

B [335] mosyuensl nHTEpECHbIE JaHHBIE 00 yMEHBIIEHHH (C POCTOM YHCIIA
UCHOJIb3YEMBIX sifiep) BpeMeHu BbiBoIa 1yist Mogeseil ResNet-50, Yolo [336] u
cpencrs OpenVINO npu ucnonbzoBannn IPEX na 2P-cepsepe ¢ 56-siepHbIMU
Xeon 8480+ (cm. pucynok 36).

Speedup of inference time for ResNet50 - Intel Xeon 8480L CPUs

204

154
@ Baseline model
With IPEX optim.

Plus tracin:
104 9

Socket 0

«
|
°
)
?
Socket 1

Speedup (1 represents 65.5 ms)

(3 Zb 4b 6‘0 éO 100
Num. of CPU cores

PucyHok 36. Bpewms BuiBoga mis momesn ResNet-50. Cunum

IIBETOM TIPUBEIEHBI OA30BBIE TTOKA3ATEH, YKEJITHIM — ITOJIY 9€HHBIE

npu ucnosnb3osanuu IPEX (pucysok u3 [335])

B rabsuie 38 npusenenbl panHble PTS-TECTOB il CEPBEPOB IIPU MCIIOJIb-
30BaHUM OPUEHTUPOBAHHBIX HA ITOBBINIEHNE IPOU3BOIUTETLHOCTH BBIBOJIA
nporpaMMubix cpects Intel OpenVINO.

3/1ech He IPUBEJIEHBI PE3YJILTATHI TECTOB 33JI€PXKEK, MOCKOJIBKY OHHU 9acTO
JEMOHCTPUPYIOT 0OJiee BBICOKHE PE3YJIBTATHI BOOOIE Ha 60Jee MTPOCTHIX
(e Ha cepBepHBIX) Hporeccopax x86. ABTop He pacrojaraer JaHHBIMU
o mpuMenennu AMX Ha mporieccopax Xeon B 9TUX TECTaX.
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Tasiuua 38. IlpousBopuresbHOCTS (pe3ysbraToB/c) B PTS-recrax

BeiBosTa OpenVINO 2024.0

N | Tecr 1 | Tecr 2 | Tecr 3 | Tecr 4 | Tect 5 | Tecr 6
2P
Xeon 85924 5338 1130 546 32006
1P 2808 2597 592 284 16716 406
Xeon 8490H 2P 4093 4396 796 425 28502 653
1P 1902 1541 477 168 8944 299
2P
Xeon Max 9480 2940 3567 812 380 535
1P 1804 1541 476 218 301
EPYC 9684X 2P | 8279 5196 1112 206 10610 1107
1P | 4139 2553 583 99 4972 475
EPYC 9654 2P 7812 5032 1015 197 10237 767
1P 3185 2609 546 96 5007 352
EPYC 9754 2P 6474 5824 1146 241 12294 759
1P 2504 621 122 277

Jannbie u3 |https://openbenchmarking.org/test/pts/openvino 17.01.2025].

IIpuBenenbl cpesHue 3HAYEHUSI PA3HBIX BBIIOJIHEHHUN TECTOB.
2KupHbiM 11BeToM 0603HAUYEHbl MaKCUMaJIbHbBIE JJIsl IPUBEJEHHBIX POIECCOPOB

IIOKa3aTeJIn.

N — 1HCJIO NIPOILIECCOPOB B CepBepe.

Tect 1— obHapykeHue TpaHCIOPTHBIX cpeacTsB. Popmar: FP16

Tect 2 — pacnosHaBaHne PYyKONHUCHOroO aHrymuiickoro rekcra. Popmat: FP16

Tect 3 — nepeBoj ¢ anrsmiickoro na Hemenkuii. @opmar: FP16

Tect 4 — pacnoznaBanue jun. Popmar: FP16-INTS8

Tect 5— obnapykeHue nopucroctu ceapHoro msa. Popmar: FP16

Tect 6 — obnapyxkenune denopeka. Popmar: FP16

XOoTsI B HEKOTOPBIX TAKMX TeCTax crapimme momenn Xeon EMR m Xeon SPR
onepexaau EPYC 9004, mocsiennue gaiie OKa3bIBAJIUCH BIEpeIu (CM. TAKIKE
tabuuy 22). Jpyrue ganusie ¢ PTS-recrom OpenVINO 2023.2.dev st takux
Mmoziesteit Xeon npuseensl B [202]. Tam Toxke B OfiHUX ciIydasx GblcTpee ObLIN
cepBepbl ¢ Xeon 8592+, B apyrux — co crapmuMmu Mozeasmu EPYC 9004.

Citestyer TakyKe OTMETUTD, 9TO HYKHO JIOCTATOYHO aKKYDPATHO OIEHUBATH
CMBICJT TIOSIBJISOIIMXCST MHOTOUHC/IEHHBIX JJAHHBIX O IIPOM3BOAUTEIbHOCTH X86
B CAMBIX Pa3HBIX TecTax M BbiBoma Mozmeseit IM. B kagecTBe mpumepa
YKayKeM Ha JIAHHBIE TPOU3BOJUTEIHLHOCTH BHIBOJIA (KAJAPOB B CEKYHJLY) IIPU
UCIOJIb30BaHUK 00bIYHBIX Jiiid dpeiimBopka TensorFlow rectos (mis crapimx

MojieJieli pacCMaTpUBaeMbIX B 0030pe MpOIeccopor) 3.

43https://openbenchmarking.org/test/pts/tensorflow, accessed 4.12.2024.
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Amnajiorndnble JaHHBIE O MPOU3BOIUTETHLHOCTH UMEIOTCS, HAIIPUMED,
B [200] u [289]. [Jyist Takux TecTOB ¢ MCnoab3oBaHueM Mojeau ResNet-50 npu
pabore ¢ pasmepamu maketoB (BS) 64 u 256 (Tam ecTb Tak:Ke JAHHDBIE JIIS
Xeon 6 u EPYC Zen 5) Bo3HUKAIOT CUTyaluu, KOrja IpU Hepexoje or Gosee
MJIaJIIIIel MOJIEJIN IIPOIIeCCOPa ¢ MEHBIITNM YHCJIOM siep K 6ostee crapimeit
MOJIETU ¢ OOJIBINIMM THCJIOM siiep, Ipu mepexoe oT 1P- Kk 2P-koHbuUrypammm
cepBepa IPOU3BOJINTENLHOCTD [13/Ia€T MU [JIOXO MaCHITaOUPYyeTCs.

B [200| upusenens! jaHable TaKUX TeCTOB npu BS=512, Ho u B ana-
JIOTHYHBIX JTaHHBIX* HMeroTcs, MozKeT Gostee ciiabble, 3 MEeKThI MIIOX0i
MaCIITabuPyeMOCTH ¢ 4ucjioM siyiep. I'pybo roBopsi, B Takux Tecrax 6oJiee Bbl-
COKYIO ITPOU3BOJIUTEILHOCTH MOYKHO JIOCTUTATh B cepBepax ¢ 6oJjiee JereBbIMu
U MeHee TPOU3BOIUTEILHBIME [TPOIIECCOPAMU ¢ MEHBIITUM YHUCJIOM SIJIED.

ComnocraBienne MpON3BOAUTEIBHOCTH TAKUX IIPOIECCOPOB B 9TUX TECTAaX
HOCHT Be€CbMa OrpaHUYeHHbIN cMbIca. CpaBHEHHE PACCMATPUBAEMBIX IIPO-
IIECCOPOB BEJIMYMHAMU 33JI€P?KKU B TAKUX T€CTaX MeHee MHTepecHO. ZlcHo,
9TO B TAKUX TECTaX CJIEIOBAJIO OBl IIPOBOIUTH HCCJIEIOBAHIE 3aBUCUMOCTH
IIPOU3BOJIUTEIBHOCTH OT YUCJIa UCHOJIb3YEMbIX fJep.

BosbIoe KoIumdecTBO pe3ysibTATOB TECTOB IIPOM3BOIUTEILHOCTH U SHED-
roadpdexkrusnoctu 2P-cepsepa ¢ Xeon 8592+ it BBIBOAOB U OO0y I€HMUS,
C IIpUMEHEHNEM CaMbIX pa3Hbx Mojeseit I, pasHbIx ucmoib3yeMbrx ppeiim-
BOPKOB U (pOpMATOB YHCe, JIJIsi PA3HBIX PA3MEPOB IMAKETOB IIPEJICTABICHO
Intel B [337], a nya 2P-cepsepa ¢ 56-anepabivu Xeon 8480+ — B [338]. s
00y{eHusT TaM UCIIOJIH30BAJICS OJIUH IIPOIIECCOD.

Tam ke MOYXKHO HAfTH TaKXKe aHAJIOTUIHDIE JTAHHBIE [JIs 32-s7epHBIX Xeon
SPR 6448Y, u jyis MacmTabupyeMbIX ITPOIIECCOPOB X€oN TPEThero MOKOJICHNUS,
a Trakxke s Intel GPU Flex Series 140 u 170. 9Tu ganHble MO3BOJISIOT
[IOJIy9NTh, B YACTHOCTH, OIEHKH IIPOrPEcca B IPOU3BOAUTEILHOCTH LIS 3319
NN upu nepexojie Ha OoJiee HOBBIE TIOKOJIEHHsT MACIITaAONPYEMBIX IIPOIECCOPOB
Xeon.

Takwve manHBIE 00 yCKOpEHUU MPOM3BOAUTEILHOCTH B 2P-cepBepe ¢ Xeon
8592+ 1o cpapuenuio ¢ Xeon 8480+ dupwma Intel npencraBuia ajist 3a1aq
BBIBOMIA U OOy <IeHust mpu npuMenennn ¢peiimBopka TensorFlow s pasubix
mojiesteit IU ¢ dopmaramu BF16 u INT8 u ¢ pasusimu BS [339]. BS=1
Ha pucyHke 37 JJIsi BBIBOJA OTBEYAET MCIIOJIb30BAHUIO PEAJILHOTO BPEMEHH, a
BS=x o3navaer nmpuMeHeHNe ONTHMAJIBLHOTO MO TPOM3BOUTEIHLHOCTH pa3Mepa
makera. YCKOpeHHe BbIBOJa mpu pabore ¢ Xeon 8592+ mo cpaBaeHuio ¢ Xeon
8480+ cocrasnser ot 23 110 39%.

44https://openbenchmarking.org/test/pts/tensorflow, accessed 4.12.2024.
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5th Gen over 4th Gen Intel Xeon BF16 Inference
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Pucynok 37. ¥Yckopenne ra Xeon 8592+ 1o cpaBHEHHIO ¢ Xeon
8480+ B BbIBOze MOgeiteit UM (pucynok u3 [339])

Ha pucynke 38 noka3ano yirydineHne IpOM3BOIUTEILHOCTH ¢ Xeon 8592+
orHOCuTELHO Xeon 84804 mirs caydas oOydeHus: MOJIENIel CO CMENTanHoi
rounocteio BF16/FP32. Buano, 4ro yckopenue nmpu 91oM cocrasiger oT 6 110
26%.

Sth Gen over 4th Gen Intel Xeon BF16 Training
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Pucynok 38. ¥Yckopenne Xeon 8592+ mo cpaBHeHwmio ¢ Xeon
8480+ st obyuennss N (pucynok us [339])

Berre y2xe npusoauics npumep sbdektusraoctu Xeon EMR ms U ¢ Touku
3penns sHepronorpeberns. B [340] nyst 2P-ceprepa ¢ 64-smepabivm Xeon
8592+ mpoBeieHo uccie0BaHIe SHeProdddEKTUBHOCTH IIPU UCIIOIH30BAHIN
pasubix momeseit UM, B Tom wmcye 60IbINNX A3bIKOBBIX MO, MOIE/T
pacno3nasanus n3obpaxennit ResNet-50 u Moiesmn 06pabOTKN ecTeCTBEHHOIO
a3pika Bert-Large.
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1717 9TOr0 MPUMEHSIJIICh BO3MOXKHOCTH YCOBEPINEHCTBOBaHHOM B Xeon EMR
GYHKIUN ONTUMU3UPOBAHHOTO pexKuMa, rutanus 0PM, B KOTOPOI UCIIOIb3YIOT-
CcAd TOHKHE WHCTPYMEHTBI, B TOM YHCJIe U3MEeHEeHUe YacTOThl BHYTPEHHEr o
MEXKCOeIMHEHNsI. 3a cIeT paboTel OPM OBLIO JOCTUTHYTO YBEIMIEHNUE SHEProddh-
dexTusnoctu 10 25%,H0 yiIydIieHnne BO3MOXKHO TOJBLKO B CIydae HU3KOI

HATpy3KH Ha mpomneccop (He Gomee 50%).

B zakmouenne paccMoTpeHnst Tpon3BOAUTEIbLHOCTH Xeon SPR n Xeon
EMR B 3amagax MU ykaxkem nannble u3 paborsl [311], koTopas UcXomHo
OpPHEHTHUPOBaHa Ha cozaanne odmux i 3aga1 HPC u MU nepenocuMbIx
MIPOrPAMMHBIX sIIED JIJIsi PA3HBIX alMapaTHBIX MIATGOPM € UCIOIH30BAHIEM
upuMUTUBOB TeH30pHOii 0bpaborku (Tensor Processing Primitives, TPP). B neit
[IPeJICTAaBJIEHbI, B YACTHOCTHU, JaHHbIE O IIPOU3BO/MTE/ILHOCTU 2P-cepBepoB
¢ 56-sepabivu Xeon 8480+ u 64-sepapivu ARM AWS Graviton 3 (¢ sapamu
Neoverse V1) g 3a1a4 yMHOKEHUsSI MATPUIL, UHTEPECHBIX B IIEPBYIO OYEPE.lh
1tst riry6okoro obyuenust (GEMM B dopmarax BF16 u FP32).

CooTrBeTcTByIOMME JAHHBIE TPEJACTABICHBI Ha PUCYHKE 39; OHU JJIst PA3HBIX
uporpammubix BapuantoB GEMM (PARLOOPER ornocuTes K peanusaryn
B [311]) JeMOHCTPHUPYIOT, B YACTHOCTH, OOJIBINOE [IPEUMYINECTBO B IIPOU3BOJIH-
TeJIbHOCTH IiporieccopoB Xeon SPR Haj ARM mpu comocraBuMoM 4uciie sijiep.

[Ipomeccopsr Xeon SPR u ocoberno Xeon EMR, 6e3yCI0BHO, MIPEACTABIISAIOT
UHTEpeC IJIst IpuMeHeHust ux Bo3MmoxkHocTelt qys . Ouu nmeror orpeesieH-
HbIE IIPENMYIIECTBa 110 IPOU3BOAUTE/IbHOCTH 110 cpaBHennio ¢ EPYC 9004
GJ1aroziapsi ANIapaTHBIM OCOOEHHOCTSM (B IEPBYIO OUY€PEeb M3-33 MOIJIEPIKKI
AMX) u 3ddeKTUBHBIM CpeCcTBaM IIPOrpaMMHOro obecriedenus ot Intel s

sagaa VU (mesrslit psit X yrKe YIOMUHAJICS DaHee).

MoxKHO HalTH MHOTO JIAHHBIX, JEMOHCTPUPYIONIUX IPEUMYIIECTBO IPOU3-
BomuTenbnocTn Ay 3amad I cepsepos ¢ Xeon 8490H mwmm ¢ Xeon 8592+ maz
cepBepamu co crapiumu Mogessivu EPYC 9004, nanpumep, B PTS-Tecte
¢ OneDNN 3.4 ¢ xoudurypanueit Harness: Deconvolution Batch shapes 3d*°,
¢ OneDNN 3.3 B [202]. B gannbix Takux TectoB OneDNN rakzke HaJ0
KOHTPOJINPOBATH BHIOPAHHBIE KOH(DUI'YPAIWK, [TIOCKOJBKY OHU MOTYT JaBaTh

HETOAXO/ISIIee /I TAKUX IMPOIECCOPOB MACIITAOUPOBAHUE C THCJIOM sIJIEp.

“Snttps://openbenchmarking.org/test/pts/onednn, accessed 6.02.2025.
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GEMM on SPR (56 cores)
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PucyHok 39. IlpouseoguresnbHOCTh pasHbix peanusarnuit GEMM
(pucynok u3 [311]); manusle «GEMM on Zen 4» He oTHOCATCS
K PaCcCMaTPUBAEMBIM 371€Ch CEPBEPHBIM IIPOIECCOPAM

3/1ech 1 paHee IPUBOJMINCH U PUMEPHI, Korja crapirue mojgean EPYC
9004 B 3amauax N omnepexkau 1m0 MPOU3BOIUTEILHOCTA COOTBETCTBYIOIINE
Mmoziesin Xeon SPR win EMR. MoxkHO ykasaTh Tak:ke Ha JanHble AMD [341]
0 6oJtee BbICOKO# mpousBoauTesbrocTH 2P-cepBepa ¢ EPYC 9654 mo cpaBrenuto
¢ cepepom ¢ Xeon EMR 8592+ mpwm ucnosb3oBanuu cpencts XGBoost
(eXtreme Gradient Boosting) — macirabupyemMoro BbICOKOIPOU3BOAUTEIBHOIO
METOJIa JJIsi MAITHHHOTO O0YYeHUsT IIPU €ro MPUMEHEHUIO ¢ HabopaMu JIAHHBIX
10 TIPOTHO3UPOBAHUIO 33JI€PXKKHU aBHAPENCOB WK 110 OOHAPYKEHUIO0 DO30HOB

Xwurrca.

OHAaKO BO MHOTHX 3THUX Pe3yJibTaTax He UMeeTCs JIAHHBIX O IPUMEHe-
HUW TIPU 9TOM ONTHUMHU3UPOBAHHBIX MMEHHO JIjIsi HOBBIX IIPOIECCOPOB Xeon
mporpaMMmHubIX cpeactB Intel. B moboMm citygae sicro, garo myst 3agaa I
KOHKYPEHTOCITOCOOHOCTh Xeon SPR n ocobenno Xeon EMR 1Mo cpaBHEHHUIO
¢ EPYC 9004 GosbIre, 9eM B JPpYyrUX MIAPOKO UCIOIB3YEMbBIX ODJIACTIX
npuMeHeHnst (KOTOpble 06CYK/IAINCh BhIIIe B pasjene 4.1).
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4.3. ConocraBneHune oTaesibHbIX BUA0B nNpoussogutensHoctn Xeon
SPR

B arom paziee mpuBeieHbl CPABHUTEIBHBIE TAHHBIE O IPOU3BOIUTEILHOCTH
Xeon SPR u EPYC 9004 Ha MOzesisiX CpejiHero KJjiacca, a TaK¥Ke O CpaBHEHUU
npousBoureabaoctu Xeon SPR u GPGPU.

IIpousBoguTEILHOCTH MO/€EJIE€I YCJIOBHOTO CPEJHETO KJacca
Xeon SPR u EPYC 9004. B HPC-niearpe yuusepcurera FOTa Obun
[IPOBEJIEHBI PACYEThl B PA3HBIX TECTaX HA CepBEpaxX € PA3HBIMU MOJEIISIMU
EPYC 9004 u Xeon SPR [100], u nmokazaHo, 4TO cpeu MOJIeJIell CPEeJIHEro
KJIacca npouspoauresibHocTb Xeon SPR (32-sinepubiit Xeon 6430) o6braHO
HECKOJIBKO yerymaer aHamornaaoMy EPYC 9004 (32-smepromy EPYC 9334),
HO MMeEET IIPU 9TOM 3aMeTHO 6oJjiee HU3KYIO 1eny. Kpome conocraBieHust
CEPBEPOB CO CPEJIHUME MOJEJISIME, IIPOBEJIEHBI TECTHI IPOU3BOAUTEILHOCTH U
BapuaHTOB ¢ 1P-KOHMbUrypanusMu ¢ npuMenerreM crapimmx mojeseit EPYC
9004, B ToM uucie ¢ TeM ke ducioM (64) siaep, 9To B 2P-MOessiX.

Hamnesrenrocrs [100] Ha Monenn cpeaaero Kjiacca ObLia 00yCJIOBIeHA
[IPEIIIOJIOXKEHEM, YTO OHU MOTYT OBITH 0OJiee aKTyaJIbHBI JIjIsi MHOI'OYHC-
sennbix HPC-pacderos, B ToM ducje B HEOOJBIUX KiacTepax. A, Kpome
TOTO, UMEIOIINEeCs MACCOBbIE JaHHBIE pe3yJibTaToB PTS-TecToB Ha caiirTe
openbenhcmarking.org B 0CHOBHOM OTHOCSTCS K CTAPIIUM MOJEJISIM STUX
poreccopoB. MOXKHO MPEAIOI0KNATE, 9TO K CPEIHAM MOJEJISIM IIPOIECCOPOB
B [100] oTrecens! uMmeromue ey okosto $3000 u mmxe.

B [100] upoBeieHbI HHTEPECHBIE B 9TOM ILIAHE TECTUPOBAHUSI TIPOU3BOJIN-
respaocTH, BKouas HPL, HPCC, NPB u npujioyKeHUl BHIYUCIATETLHOIN
xumun (LAMMPS, GROMACS u NWChem). Oupe/ieleHHBIM MIHYCOM
9TUX JIAHHBIX SIBJISETCS TIPUMEHEHNE OPHEHTUPOBAHHOIO B MEPBYIO OYepeb
na HPC u cynepkoMubiorepsl makeTHoro menekepa Spack [342] ¢ mapa-
MEeTpaMU MTOCTPOEHUsT MCIIOJTHSIEMBIX MOJIYJIeii, He OPUEHTUPOBAHHBIX Y3KO
HA& COOTBETCTBYIOIIME MOJIEJIN TIPOIECCOPOB.

Hexoropeie namnbie u3 [100] npuBesensl B IpyTrux pasjenax 0630pa, 371ech
MBI OTPAHMYUMCs B OCHOBHOM pesysbraramu TectoB HPCC, mpuseneHubiMu
B Tabsmie 39.

W3 [100] BugO, uTo 311 Mogean Xeon u EPYC ¢ onuHaKOBBIM YHCIOM
sA/IeP TOKA3bIBAIOT KOHKYPEHTOCIOCOOHBIE TAHHBIE 110 IPOU3BOIUTETHHOCTH.
B mekoroprix Tecrax Xeon 6430 o mpoussBoauTenbaocT onepexann KPYC
9334, B .u. B HPL u DGEMM. Ilpasua, npu ucnoyib30BaHuu 6ubInoTeKn
MKL (s EPYC 9334 — ¢ BK/IIOUEHHBIM DEXKMMOM, JAIONIUM MAKCHMAJbHYIO
upousBoauTesbHOCTh ), B HPL noayuenuas npoussoguresaocts ¢ EPYC (3.53
GFLOPS) 6buta BhImIe, uem ¢ Xeon 6430 (3.44 GFLOPS).
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Tapmuua 39. Jlamasie o npousBoguTenbHocTH B Tectax HPCC

Mopnens Xeon 6430 | EPYC 9334
Yucso anep 2x32 2x32
Yacroral! I'Ty 2.1 2.7
Ilena $2138 $2990
TDP,Br 270 210
HPL, TFLOPS 3.23 3.11
DGEMM Single GFLOPS 71.14 59.87
PTRANS I'B/c 18.20 29.85
Random Access, GUPs Single 0.107 0.148
MPI 0.337 0.445
FFTE MPI, GFLOPS 57.73 89.58
Stream triad, Single I'B/c 13.28 43.20

Jannble u3 [100]. Single oTHOCHTCSI K TecTaM Ha OZHOM siAPE.
! BagoBasi BesmuuHa.

MoxkuO 00paTuTh TakkKe BHUMaHUe U Ha jaHHble TectoB SPEC CPU2017
fp_speed u fp_rate [51]. Ilo mammem HA 13.02.2025 MakcnMaIbHBIE TOCTUTHY-
Thie pe3ynbTarThl i 2P-cepsepos ¢ EPYC 9334 cocrassm 339/358 u 843 /845
s fp_speed u fp _rate coorBercTBeHHO (IpUBEIEHBI GA30BbIT/ IMKOBBIH
nokaszaresu). AHasornaHble pe3yabraThl st Xeon 6430 cocrasisitor 295/295
u 683/703 coorBercrBenno. dust 1P-cepBepos B atux tectax EPYC 9334
TaKXKe OKa3aJInch ObICTpee.

Xeon 6430 uMeroT cyniecTBEHHO 0OJIee HUBKYIO CTOUMOCTD, XOTS IIPH STOM
nmeror 6ostee Boicoknit TDP, wem EPYC 9334. 113 yka3aHHBIX BBIIIE JaHHBIX
MOXKHO CJIeJIaTh IIPEIOJIoKeHne 0 Gojiee BBICOKOH KOHKYDPEHTOCIOCOOHOCTH (B
orHomernn nporeccopos EPYC 9004) monenn Xeon 6430 1o cpaBHeHHIo co
crapmuMu Mojiessimu Xeon SPR.

B rabsmre 40 mu1 npusenn ganmbie TectoB SPECcepu 2017 ¢ miasarormeit
zansiToil Jyisg upoueccopos Xeon ICL/SPR/EMR u EPYC Genoa cpeauero
kitacca. 64-aaepuniii EPYC 9554P npusenen 3/1ech B KQ4eCTBE UILIIOCTPAIAI
BO3MOKHOI asibrepHaTuBbl 1ByM 32-saepubiM EPYC Genoa. Bee mpusenenube
B TabJInIe IPOLEecCophl (KpoMe 3Toro 64-s11epHOro) MOXKHO OTHECTH K CPeJ[HeMY
KJ1accy ¢ aucyoM aaep okoso 30 u crommocthio menbnre $3000. CooTBeTcTBEHHO
3J/1eCh IIPeJICTaB/IeHa caMas MJamas 32-sepHas Mojesb EPYC Genoa
(32-amepuas mogens EPYC 9354 crout yxe Gosbime $3000).



Tabmuna 40. Haunsie TecroB SPECcpu 2017 gyis EPYC 9004, Xeon ICL, Xeon SPR u Xeon EMR

TIporeccop EPYC 9334 EPYC 9554P Xeon 6330 Xeon 6430 Xeon 6530
Yucso IITT 1 2 1 1 2 1 2 1 2
YHucno sauaep 32 64 64 28 56 32 64 32 64
Iemna $2990 $5980 $7104 $2128 $4256 $2138 $4276 $2128 $4256
SPECcpu 2017

fp_speed 253/2391| 358/339%|  308/3013 116,/114%| 219/2195| 186/186%| 295/2957| —/220'*| 326/3261°
peak/base

SPECcpu 2017

fp_rate 422/4208| 845/843%  665/618°% | 188/179') 423/406'} 330/318'F 703/683'F 377/369%| 782/765'
peak /base

Yacrora, T 2.7-3.9 3.1-3.75 2-3.1 2.1-3.4 2.1-4

TDP 210 Br | 420 Br 360 Br 205 Br | 410 Br | 270 Br | 540 Br | 270 Br | 540 Br

Hanusie na 3.01.2025. Ilens us [49], aaa Xeon 6330 — muHuMmasibHast n3 [https://www.intel.com/content/www/us/en/ark.html#

@PanellLabel595 23.02.2025]. OTnpaBuTe N U UCHOJB30BAHHLIE B pACUETE CHCTEMBI:

1 ASUS RS520A-E12-RS12U;

2 ASUS RS720A-E12-RS12;

3 Lenovo ThinkSystem SR635 V3;

4 HPE ProLiant DL110 Gen10;

5 xFusion FusionServer 1288H V6;

6 HPE ProLiant DL320 Genl1;

7 ASUS ESC4000-E11;

8 xFusion FusionServer 1158H V7;

9 xFusion FusionServer 2258 S

10 HPE ProLiant DL110 Genl0 Plus;
11 Tyrone Camarero TDI100C3R-212;
2 Dell Precision 7960 Rack;

13 ZTE R5300G5;

14 Lenovo ThinkSystem SD530 V3;
15 xFusion FusionServer 1288H V7;
15 ASUS RS720-E11-RS12U.

WALOUD XITHIUALUIOWhIIS 9LOOHINALAUTOIEMOdI U VARALIALUXdVOdIMUIN
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CorytacHO JIAHHBIM 3TOU TABJIUIIBI, CPEJIN IIPOIIECCOPOB CPEJTHETO KJIACCa
EPYC 06rousifor 1o mpou3BouTeIbHOCTH Xeon IPU OJIMHAKOBOM YHUCJIE
sznep. XOTs 110 OTHOIIEHUIO CTOMMOCTD / IPOU3BOAUTELHOCTh Xeon MOryT
OBITH JIydIlle, HO 3TO TpeOyeT JOIOJHUIITEJLHOrO anamm3a. Kpome Toro, Haio
y4auThBaTh U BesnanHbl TDP.

CpaBaenne npousBoguresibaoctu Xeon SPR ¢ GPGPU. B zaxioue-
HUE B 9TOM pa3zJiesie MOJEe3HO IPUBECTH TAKKe JAHHBIE 00 OTHOCUTEIBHOMN
npousBoauTesbHOCTH Xeon SPR Ha npuioxkenunsix HPC 1o cpaBaenuio ¢ co-
spemenabiMu GPGPU, 9T06bI o11eHnTh BO3MOXKHYO 3(bHEKTUBHOCTD X
npumMmenenusi. J[jis 9Toro ucnosibdyeM mHMOOPMAIUIO IS CEPBEpPA C IBY-
mst Xeon 8480+, k koropomy jobasisincs GPU Nvidia A100, H100 u
H200 [343] (nanubie Ha 9.10.2024). MbI 0T06Gpasn JaHHbIE JUIS JIBYX U3BECTHBIX
HPC-upuioxkenuii 8 o6acru CFD (FUN3D) u MosieKynspHOil JuHaAMUKA
(GROMACS). B [343| upeicraBieHbl aHAJOTHYIHBIE JJAHHBIE U JUIsL IPYTUX PO~
rpamm Mogtekyiiapuoii aunamvuku (AMBER, NAMD u LAMMPS), ¢ pacueramu
pasHbIX MoJeKyasipHbIX cucteM. Beitoop GROMACS 371ech nponsseien n3-3a da-
CTOTO BOCIIPHUSITHSI TOTO MPUJIOKEHHsI KAK HanboJ1ee BHICOKOIPOM3BOIUTEIHHOTO
U JIOCTUTAIONIETO OoJiee Xopoliee paciapaliyieTMBaHue.

IIpu nobasienun B cepsep ognoro GPU A100 nmpou3BoguTe IbHOCTD
FUN3D B recre dpw_wbt0_crs-3.6Mn_ 5 Bospocia B 4 paza, a 3 GROMACS
B Tecre STMV 1J1s1 MOJIEKYJISIPHON CHCTEMBI, COJEPXKAIIEH OKOJIO MUJIIAOHA
aroMoB— B 2 pasa. [Ipu mobasienun smecto A100 camoro coBpemennoro GPU
H200 npousBomuTeIbHOCTD STUX IPUJIOZKEHUIT BO3PACTAET €Ille Pa3a B JBa.
WMuTepecHo TakzKe, YTO MIPU KCIIOJIH30BAHUHA BMECTO STOTO CEPBEPa BApUAHTA
¢ Nvidia GH200 npon3BoauTeabHOCTh IPAKTUIECK He MeHsieTcst [343], o
€CTb HCII0JIb30BaHIe MHTErPUPOBAHHOIO IIporieccopa Grace B 9TOM ILIaHe HE
OTJIMYAETCsl OT ITPUMEHeHus mapbl Xeon 8480-.

ITo nauubv [344], B npmioxkernn NAMD B recre Herl-Herl npoussomu-
TeJIbHOCTL 2P-cepBepa ¢ 60-suepubivu Xeon 8490H ycrynasa mpousBoguTesb-
noctu ogunoro GPU Nvidia Geforce RTX 6000 Ada 6osiee yem B deTbhIpe
pasa.

Cpasuenue sneproaddexrusnoctu [345] cepsepa ¢ Xeon 8480+ orHo-
curenbao npumenenns tTaM GPU Nvidia H100 niu ¢ naTerpupoBanHbIM
GH200 na npunoxennn Mojekyspuoit auaamuka NAMD win nporpaMmHbIx
cpeacrBax MILC jy1st Teopunt CHITBHBIX B3aUMOJIEHCTBUN CyOaTOMHON (-
3UKHU TOKa3bIBaeT, 6e3ycyioBHO npenMytinectBo npumenernunss GPU. Opnako
BCE 9TO MOXKET CJIYKHUTh TOJBKO YNCJIEHHONW MJLTIOCTPAIEil JJIsi OIeHOK
11€71eCO00PA3HOCTH MX TIPUMEHEHUsT TIPU HAJIMINH TAKOH BO3MOYKHOCTH.

ITpusenem eme Tpu cpasanBatonmx Xeon SPR u GPU npumepa. B [346]
conocrasjieHa npousBoauteabHocTb B CEFD-nipuiozkennn OpenFOAM 2P-
cepBepa ¢ 56-sirepabiMu Xeon 8480+ u GPU Intel Max 1550. CpaBuenue
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IPOU3BOIUTEIHLHOCTH JIpyroro 2P-cepBepa ¢ Xeon 8480+ st 3amaa CFD
¢ npumenerrem OpenFOAM u cpencrs I nipu pabore ¢ pa3HbIMU YHCIOBBIMA
dopmaramMu U ¢ IPUMEHEHUEM CMEIIaHHOW TOYHOCTH 10 CPABHEHUIO C OJHIM
GPU Intel Max 1550 nposeneHo B [347]. B [335] u3yueHo Bpemsi BBIBO/IA
B 2P-cepBepe ¢ Xeon 8480+ miu ¢ GPU Intel Max 1100 B mouesnsix UM, B Tom
qucyie B ResNet-50 ¢ aHan3oM 3aBUCHUMOCTHA OT YUCJIA UCIIOJIB30BAHHBIX sIJIED
B Xeon.

B zakurouenue sroro nogpasjiesia cJeLyeT OTMETUTh, ITO MOJIyI€HUe
BBIUT'DBIIIA B IIpou3BoauTeibHOCTH 32 cuer npumenenns GPU moxer rpeboBars
6oJtbIIOl paboThI U COOTBETCTBEHHO HE BCerya peaansyercs. Tak, B [283|
B nputoxkennn MarauToruapoaunavukun MHD 2P-cepsep ¢ Xeon SPR ¢ HBM-
namsaTeio (Xeon Max 9480) maBas nHpou3BOAUTEILHOCTD, biu3kyo K GPU
Nvidia A100. I[IpouszsomuressHocTh Xeon Max u paccMaTpUBaeTCs J1ajee.

4.4. MpounssogurtensHocTb npoueccopos Xeon Max

Xoporrieit o6011eil JeMOHCTpaInel CpaBHUTETHLHON TTPOU3BOINTETLHOCTH
Xeon Max ¢ Xeon ICL u Xeon SPR sIBsleTCsl IPUBEJIEHHBIN BBIIE PUCYHOK 32,
B KOTOPOM CPaBHMBAIOTCS JAHHBIE 17151 2P-cepBepoB ¢ Hb-amepabiMu Xeon Max
9480, Xeon 8480+ u 40-ssmepubiMu Xeon 8380.

Panee B 0630pe B mporecce paccMOTPEHHS JAHHBIX O HPOU3BOUTEILHOCTH
IIPOIIECCOPOB JIPYTI'UX APXUTEKTYP MHOT'OKPATHO IIPUBOJUIINCH JaHHBIE U
o npousBoauTeabHoCcTH Xeon Max, B TOM YHC/Ie B OTHOCUTEIHLHOM BHJIE
(conocTaBUTEILHOIO XapakTepa).

IMosiBnenue nporeccopos x86 ¢ mopuepxkoit HBM-amsaru (Xeon Max —
Bropeie B Mupe nocie A64FX mporeccopsr, moiepxkuatoniie HBM u nepsbre,
nojaepxusatomue ogaospemenno HBM u DDR) Bo Bpemsi coBpeMeHHOIo
PACIIMpEHNS JTUMUTHPOBAHUS [TPOU3BOIUTEBHOCTH BBIYUCIUTETbHBIX CUCTEM
MIPOITYCKHON CITOCOOGHOCTBHIO TIAMSITH ITOPOJMIIO PA3HBIE HAJEXK/IBI U BBI3BAJIO
€CTEeCTBEHHBII BCIIECK YMCJIa IMyOJUKAIuil O TPOU3BOAUTEILHOCTH Xeon
Max B pasubix objactax Hayku (cMm., Hanpumep, [3,163,278,283, 284,
348-351]), Briouas paGorsl u camux corpyaaukos Intel [352]. OrxenbHoro
BHUMAaHU 3aC/IyKUBAeT IyOJIUKAaIus, B KOTOPOH PACCMATPUBAETCS IPUMEHEHHUE
Xeon Max B ysyiax cymepkomibioTepa Aurora, u mpuBoIuTcs nHMOpMAIHs
0 TIPOM3BOUTENILHOCTH TpHIoKeHnit u3 obaactu HPC [353].

HekoTopble 13 BOSHUKIINX OXKHUJIAHUI HE ONPaBIAIACh, XOTH OHH MOIJIN
OBITH ¥ TIOTEHIMAJIBHO SIBHO 3aBbINIeHHBIMA. Tak, B [348| ykazamum, arto
mamsitu HBM okazaJioch HeI0CTaTOYHO JIJIsI TIOJTHOTO IIPEOIOJIEHUsT Pa3PhIBa
B IIPOU3BOJIUTEILHOCTU MOJIEIHPOBAHUSA TEPMOAIEPHOIO CHHTE3a MEXKLY
HEeHTPAJILHBIME U I'PadUIeCKUMHI IPOIECCOPAMU.
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BosMmoxkHbIE TPUYUHBL OTPAHUYIEHNS B OXKUIABIIIEMCST POCTE TTPOU3BO-
JIUTEJIbHOCTH PACCMOTPEHBI Jiajiee. [ JIaBHBIMU BOIIPOCAMH 3/1€CH SIBJISTFOTCSI
JIOCTHUTaeMble TI0KA3aTeN N aMATH (B MEPBYIO0 OYepe/ib IIPOILyCKHAsI CIIOCO0-
HOCTB), ockosibKy HBM soctaTouso moporasi (IieHBI Ha pasHble MOJENH Xeon
Max cuM. Beime B Tabsmure 36).

TTousiTHO, wTO TOCJIE BBIXO/A HA PHIHOK Xeon Max cpa3y CTaJu MosiB-
JISITHCST PADOTHI C UCCIIEJIOBAHUSME JIOCTUTAEMbBIX 38/I€PXKEK ¥ MTPOILYCKHOMN
cnocobrocTn mamsatn HBM, cm., nanpumep, [284]. Amanms zasucumoctn
3aJIepKKA 1 mporyckuoit crrocobroctu HBM B 1P-kordurypanun ¢ Xeon Max
9470C or paznmuHbIX KoHMUrypanuit namMsT nposejiet B [353]. Mbr nasee
COCPEIOTOYMMCSI Ha HamboJiee BaXKHOM IIOKa3aTejie, IPOIyCKHON CIIOCOOHOCTH,
KOTOPYIO OOBIYHO M3MEPAIOT B TecTax stream.

IIpomyckHas criocobnocTs mamsaTu Xeon Max B Tecre stream.
Bausuue pasubix pexkumoB paborsl ¢ HBM-mmamMsaThio Ha TPOIMyCKHYIO CITOCO0-
HocTh B 2P-cepsepe ¢ H6-saepubivMu Xeon Max 9480 oTHOCHTEIBHO MPOIYCKHOI
criocobrnoctu B 2P-cepsepe ¢ 60-saepapivu Xeon 8490H, coennueHHBIME TOJBKO
¢ namarsio DDR5, 66110 nokazano B [280] u upezcrasieno na pucynke 40.
Ckopee Bcero, TaM HCIOJB30BaH BapuaHT stream triad, xorsi aro B [280] siBHO

HBM only /Flat / Cache / XCC stream compared
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PucyHoK 40. OTHocuTesbHAs TPOIYCKHAsI CIIOCOOHOCTD ITaMsITH
Xeon Max 9480 B pa3ubix pexkumax (pucyHOK u3 [280])

He ykazano. Ha sToMm pucyHke WILTIOCTPUPYeTCs: TaKKe BJINSHUE IPUBSI3bIBAHNS
k gomeramM NUMA, aro s Xeon Max momoraer yBeJTUYIUTD JOCTUTAEMYIO
HPOILyCKHYIO criocobHocTh (quad 31ech o3HaYaeT pabory ¢ KBaJPAHTOM, KOLIA
Bea HBM-niamsars nponeccopa Xeon Max obpazyer ogun NUMA-ysze).
Pexxum K31mmpoBanus 02Kn1aeMo MOKa3aJl cCaMylo HU3KYIO IIPOILYCKHYIO
CII0COOHOCTB, a B pezkuMe couerannss HBM-only ¢ SNC4 npomyckuast criocobHOCTE
camasi 6osibItiasi. B coueTaHun IJI0CKOTO PEXKUMA € KJIACTEPU3AIMeil KBaIPAHTOM
B [280] nccireoBaHa 3aBUCUMOCTD OT UUCJIA 3aJ1eHCTBOBAHHBIX siJIep, OT
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IBYX 110 H6; COOTBETCTBYIOIINE JAHHBIE IPeICcTaBIeHbl Ha pucyHke 41. Oun
MOKA3BIBAIOT, ITO XOPOIIIee MACIITAOMPOBAHIE ITPOIMYCKHON CITOCOOHOCTHI
HabJII0aeTcs ToJLKO A0 28 aiep, gocturas npu 3toM 96% or MaxcuMmasbHOM
[TOJTy YaBIIEICsT BEJIMINHBI.

Related performance under different CPU cores
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PucyHoOK 41. 3aBHCHMOCTB JOCTHraeMoOil IPOILYCKHON CIIOCOOHO-
CTH NIAMSTHU OT 9YHUCJIA UCIOJIb3yeMbIX siziep (pucyHok u3 [280))

Jlorapudmuyeckoe MaciTabupoBaHUe YHC/Ia SIJIEP B AHAJOTMYHBIX
pesysbraTax Ha pucyHke 33 (B pasguene 4.1), BeposaTHO, HE Jae€T BOZMOXKHOCTU
yBUIETH 110100HYI0 [280] 3aBUCHMOCTD IIPOILYCKHOMN CIIOCOGHOCTH.

ITpu sTOM HAJLO OTMETUTH, YTO 1O JaHHLIM [283] MakcUMaJsbHAsI IIPOIYCK-
Has crocobnocTs mpu pabore ¢ DDRS mocrurasacs npaktudeckn yxe npu 7
sAJIpax.

IIponyckHas crrocobHOCTh B TecTe stream triad mia 2P-cepsepa ¢ 48-
anepabiMu Xeon Max 9468 B akTyaJbHOM, ITO3BOJISIIONIEM JOCTHYIL OoJIee
BBICOKHE IIOKA3aTe/H, [IJIOCKOM pexkume ¢ SNC4 Gblia namepena B [14].
Tosnyuennoe Tam 3uadenue, okoso 1361 I'B/c, okazamocs B 1.6 pa3 Gosbie,
qem juist 1P-cepeepa ¢ ARM A64FX.

Baxkroe mogpobnoe ucciemosanne ocoberrocteit padbotsl ¢ HBM-maMaTsbio
B Xeon Max, BK/IIO9asl MPOIYCKHYIO CIIOCOOHOCTH B TeCTaxX Stream, MpoBeIEHO
B paborax aBropa camux TectoB stream MakKasmuna [281,354].

WutrocTpatiueit 3Toro siBjisieTcst pUCyHOK 42, KOTOPBIi IIOKA3bIBAET, YTO
B TecTe stream jaxke UaeaJbHOE JJisi MPOIIYCKHOI CIIOCOOHOCTH PacrapaJiieiv-
BaHFe Ha gapax Xeon Max mosBosmio 6bl JOCTHYb TONBKO 68% OT MMKOBBIX
1638 I'B/c puss HBM. D1u mannbie orHOCATCs K 1P-cepBepy ¢ 56-s11epHbIM
Xeon Max 9480. CooTBeTCTBEHHO HCCJIE0BaJIach MpobJieMa, POy CKHOM
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Xeon Max 9480/HBM Single Socket STREAM Bandwidth Scaling
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PucyHok 42. Ilponyckuasi cmocobrnocts HBM B Xeon Max

9480 B 3aBHCHMOCTHU OT YHCJIA 33/1€fiCTBOBAHHBIX s7ep (PUCYHOK
u3 [354])

maMsaTH Ha ypoBHE sijipa. CaMo pachapaJiiejiiBaHue, Kak MOKAa3bIBAIOT JAHHbBIE
9TOr0 PUCYHKA, CUJIBHO JAJIEKO OT UIEAJIA.

W3ytenne BO3MOXKHOIO paclapaJileIuBaHus npu 00paboTKe IPOMaxoB
B k3max L1 u L2 ¢ ygeTom 3aep:KK1 B COOTBETCTBHUU C 3aKOHOM JIuTT/1a
U3 TEOPHUM Ovepesieil A0 IPeAebHYIO IIPOIYCKHYIO CIIOCOOHOCTD OJIHOTO SAIpa
okoiyio 24 I'B/c, a n3amepennsle Besmanubl nokasaan 20 I'B/c B stream u
22 T'B/c B Tecre «TOIBKO YTeHHsi» n3 namsitu. Ho peasibHO nsmepeHHas!
[POIIYCKHAs CIIOCOGHOCTH TIporieccopa (Ha Beex sjpax) Oblia ropasjio MeHbIIe
IIPOTrHO3UPYEMOI B COOTBETCTBUU C 9TON TEOpPUEH.

Toukwuit anaau3 mokazareseit Xeon Max BO BpeMsi BBIIIOJTHEHUS] TECTOB
[IOKA3aJI, YTO JByMEPHOE PEIeTOYHOEe MEXKCOEIMHEHNE B ITUX IIPOIECCOpax
00€eCIIeINBAECT TOJIHKO TIOJIOBHHY ITPOIYCKHON CHOCOOHOCTH, HEOOXOIMMOM JIjIst
JOCTHM2KEHUS TTOJTHOW BO3MOXKHOM TPOIYCKHOM crtocobnoctn urenus n3 HBM
[281,354].

Hecmotpst na moctuzkenne MeHee IOJIOBUHBI BO3MOXKHON ITPOILYCKHO
ciocobrnoctn HBM u3-3a umeronuxcs orpaHUYeHuil MapaJijien3Ma Ipu
00paboTKe MTPOMAaxXOB B KAMI-TTAMATDH sapamMu Xeon Max u mpoOITyCKHOM
CIIOCODHOCTH MX MEXKCOEIMHEeHMsI, TIporeccopbl Xeon Max obecmeunBaior 6oJtee
BBICOKYIO mporryckHyio cnocobnocts HBM mo cpasreruio ¢ DDR or 2.5 10 3.5
pa3 (B TecTax «TOJBKO UTeHHA» U stream triad coorsercrsenno) [281]. Tax
YTO BasKHBIM SIBJISIETCSI POCT PEAJIbHOM TPOU3BOUTEILHOCTH, JOCTUTAEMBII
IIPYU YBEJUYIEeHNN TIeHbI 3a cueT npuMenenus HBM.
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Iocne ny6aukanumii [281,354| B HEKOTOPBIX JAPYrux paboTax TakzKe
OTMEYAJINCH orpeiesienubie HepocTarku npuMenerns HBM B Xeon Max. Tak,
B [283] ykazaHo Ha HU3KYIO 3(DhEKTUBHYIO IPOILYCKHYIO CIOCOOHOCTD Ha SPO.

st 1P- m 2P-cepBepos ¢ Xeon Max 9480 B Tecte BabelStream triad
3aBHCUMOCTbH JIOCTHTAEMOIi IIPOIIYCKHOM CIIOCOOHOCTH OT pa3Mepa HCIIOJIb3yeMbIX
B rectuposanun Maccuos (or 19.2 MB no 9.8 I'B) 8 pexxume HBM-only 6bu1a
ucciesiopana B [163]. MakcumasbHasi IPOIyCKHAsT CHOCOGHOCTD JIOCTUrAJIACH
mpu pa3Mepax He 60Jiee HECKOJBKUX COT MErabaiiT, a 3aTeM OHA yMEHbBINAIACD.
T'oBopuTh 0 TPOILYCKHOI CIIOCOOHOCTH MMEHHO ITaMATU MOYKHO JIUIIb IIPU
JOCTATOYHO OOJIBINNX pa3Mepax MACCHBOB, KOTJIa M3MEPEHHOe 3HAYTEHUe
CTabUIM3UPOBAJIOCH; IPU MEHBIINX Pa3Mepax HOoJIydaeMas BeJINInHa OTHOCUTCS
K pabote kama [163].

CoorBercTBeHHAsT CTAOUIM3UPOBAHHAST BeJIMINHA JJIs1 2P-cepBepa coOCTaBu-
na 1446 T'B/c npu ucnoab30BaHUM ONTUMAJBHBIX JIJIS JIPYTHX MCCIIEJI0BAHHBIX
TecTOB KJioveil kommmianuu, u 1643 I'B/c npu upumenenun crenuaib-
HOT'O ONTHUMHU3UPOBAHHOIO JUIsd stream Habopa Kirodeil (streaming store)
u3 Intel OneAPI Base & HPC toolkits 2023.1. 9Tu BeJIUIHUHBI COCTABIISIIOT
coorBercTBeHHO 55% 1 63% [163]| or nMKOBOII NPOILYCKHOI CIIOCOOHOCTH,
B KavuecTBe KOTOPOi TaM ucrosib3oBano 3Havenne 1.3 TH/c Ha coker co
CTOPOHBI BO3MOXKHOCTEi IIPOIIECCOpa, € YIeTOM 3aJIePKeK KIl-namaru [354].
TlosiyueHHBIE TIPOIIEHTHBIE [TOKA3ATEIN COOTBETCTBYET IIPUBEIEHHBIM BbIIIE
BoIBOzIaM [281,354].

AMD s [160] upogemoncTpupoBajia cpeiHeapudMeTniIecKue BeJIMIUHbI
IIPOILYCKHOI CIIOCOOHOCTH OT BCEX YEThIPpEX KOMIIOHEHT stream jijist 2P-cepBepoB
¢ 32-anepubivu Xeon Max 9462 u EPYC 9384X ¢ 3D V-cache nyist pazuoro
YUCTIa UCIOJIb3YeMbiX HUTeH oT 1 ;10 64 B BUJie OTHOCUTE/IBHBIX [TOKA3ATEJIEH.
Bo Bcex MCHOIB30BAHHBIX KOJIMYECTBAX HUTE (CTElneHu /BYX) MPOIYCKHAs
criocobrocth B EPYC 6bLa Bhile, uem y Xeon Max B pexKuMax K3UTHPOBaHUSI
u HBM-ounly, 3a uckioguennem nociennero upu 64 aursax. Oxaako B [160]
He yKa3aHbl pa3Mephl UCIOJIb30BABIINXCA MaCCUBOB, YTO MOYXKET 03HAYATH
BO3MOXKHOE JOCTHKEHUE IIPEUMYIIECTBA B IIPOILYCKHOM CIIOCOOHOCTH HE
cobcTBenHo mamsiti, a ¢ 3D V-cache.

IIpoussBoaurensHocts Xeon Max B Tectax SPEC. B pabote [355]
uzyueno Biustane HBM wa nponssogurensaocts Xeon Max B recrax SPECcepu
2017 u SPEChpc 2021. HaJee 3mech paccMaTPUBAIOTCS TOJBKO O(MUITHATILHBIE
yTBEpKJIeHHbIe pe3yabrarsl TecToB SPEC.

JlanHble 0 mponsBoUTEIBHOCTH IIpoiieccopoB Xeon Max B Tectax SPECcpu
2017, fp_speed u fp rate, npusesenn! Boiite B Tabmuie 37. Mbl conoctaBum
371eCch pon3BoauTeTHHOCTE Xeon Max ¢ Xeon SPR n Xeon EMR nipu 0IUHAKOBOM
aucyie sijep. [lpu 6osbiiem uamcie smep Xeon SPR mim EMR 6e3yc/iOBHO
omepekaioT Xeon Max B 9TUX TecTax.
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st 2P-cepBepoOB ¢ OJUHAKOBBIM 4mCJIOM szep (1o 56 Ha mporeccop)
epexost ot Xeon 8480+ ma padory ¢ HBM B Xeon Max 9480 nosbimraer
IPOU3BOJUTENLHOCTD B IukoBoM nokaszaresie SPECIp rate ma 4%. Bozmoxkno
7 U3-3a HeMHOro 0oJjiee HU3KUX MOKazareseil qacTor simep v Xeon Max 9480,
B SPECfp_speed on ycrymaer Xeon 8480+. IIpu srom 56-sepuniit Xeon 8570
6e3 naguauss HBM-nnamsitu nmeer 6ojtee BBICOKYIO ITPOU3BOIUTETHHOCTD
B 0boux tecrax SPECp 2017 npu 6ojiee HU3KOI CTOMMOCTH, TaK YTO IPOIPECC
B TexnoJsiorun Intel m rexuosornn DDR-nmaMsaTu okazaJjicst B 9TOM ILIaHe
Just Xeon EMR cyiecTBeHHO BazkHee repexojia Ha goporyio HBM-ntamaTs.
B 5-M mokoJsieHnn MacmTabupyeMbIX IpoIeccopoB Xeon, Kak 1 B Xeon 6,
HBM-namsats Intel me mpesraraercs.

Xeon Max B 9TUX TeCTaxX OTCTAIOT 10 MPOU3BOIUTETHHOCTHA OT CTAPIITNAX
mogeseit EPYC 9004. Pesyabrarer TecroB SPECcepu 2017 mjist nestounciieHHoi
apuMeTUKK He IIPEeICTaB/ISIOT MHTepeca s Heseil qaaaoro obzopa. CooTser-
CTBYIOIINE JTaHHBIE HE MEHSIOT KAPTUHBI OTHOCUTEIHLHON TMTPON3BOANTETHHOCTH
Xeon Max u EPYC 9004.

Wurepecuee npoussoauTeabuocTth Xeon Max B SPEChpce 2021. [Iis
cepBepoB U KjacTepoB ¢ Xeon Max 9480 jy1g Bcex BapHaHTOB TECTOB OT tiny
10 large cooTBeTCTByIOMME JaHHbLIE IPeICTaBICHE Ha caiite*®, B aTux JaHHBIX
na 1.04.2025 2P-cepseps! ¢ Xeon Max 9480 ycTynaioT 10 MpPOU3BOIUTEIHLHOCTH
2P-cepsepam ¢ EPYC 9654.

IIpeacraBasroniue akTyaIbHOCTD JJIs JAHHOTO 0030pa JAHHbIE O MPOM3BO-
auTebHOCTH Xeon Max, KOTopble 00CYKIAIOTCS JaJjaee, OTHOCITCSA BCETO
K AByM mozensiM, 48-saeproit Xeon Max 9468 u 56-saepnoit Xeon Max 9480
(mannble 06 ITUX MOJIEJAX IpUBeAeHbl B Tabiuie 36 Boime). B mybiukanusx,
B KOTOPBIX PACCMOTPEHA MIPOU3BOANTEILHOCTD B MIMPOKOM KJIACCE TECTOB
WJIA TPUJIOKEHUH, OOBITHO 00CYZKIAeTCsl TOJIBKO 110 OJHON M3 3TUX MOJIEJIEH.
ITosromy anam3 MPOM3BOIUTEILHOCTH JIJIsI YIOOCTBA M3JIOKEHUSI JTAJIee TAKKE
pas3buBaercst Ha JBe YaCTHU 110 PA3HBIM MOJeIAM. KaKIblif 13 COOTBETCTBYFOIIIX
Ppa3/e/IOB BKJIIOYAET pas3/InIHbIE TECThI IIPOU3BOIUTEIHLHOCTH. Bo BropoMm
U3 3TUX Pa3JieJIOB IIPOU3BOIUTCS TaKXKe HeoOXomMoe 000obIeHune.

4.4.1. [poussogutenbHocts 48-saepHoii mogenn Xeon Max 9468

[Tockoapky Xeon Max umeer HBM-namsits, KoTOpast panee craja mpume-
HATBCA B AG4FX, TOSIBUINCH U COMTOCTABJISIIONINE BHIYUCIUTEIbHBIE CUCTEMBI
Ha ux 6ase mybsmkanun. Tak, B [356] s riy6okoro o6y veHns: (MHOMOCIONHOTO
[EPCENTPOHA) MCCIEI0BAHA IPOU3BOIUTEIBHOCTD U IHEPrONoTpedIeHue
B Infiniband-k1acrepax ¢ 2P-y3mamu Ha 6a3e Xeon Max 9468 u 1P-y3mamu
¢ A64FX, n usydeno ux MacirabupoBaHue B 3aBUCUMOCTH OT UHCJ/IA SIIEP U
Y3JI0B KJIacTepa.

Boobire o nmpousBoauTensbuoct Xeon Max 9468 nMmeroTcst ”HTEpECHBIE
JIAHHBIE, KOTOPbIE BKJIIOYAIOT U €€ COIIOCTABJIEHUS C PA3JIMIHBIME [IPOIECCOPAMU

ARM (cwm. rabrummy 41).

“Snttps://www.spec.org/cgi-bin/osgresults?conf=hpc2021, accessed 1.04.2025.


https://www.spec.org/cgi-bin/osgresults?conf=hpc2021

Tabuua 41. Jlaaubie o mpousBoauTesbHocTH Xeon Max 9468 B comocrasiennn ¢ ARM-mporeccopamu

Tect npoussBoguTenbHOCTH n Intel Xeon Max | Fujitsu Amazon Nvidia Grace,
(emuHUIIBI TB3MEpseMOoit ;;gﬁ;lg ¢ 9468, 96 simep® | AR X, | Graviton 3, 144 sinpad
npoussoauTensHocTH) ! DDR HBM 48 smep 64 snpa

DGEMM (GFLOPS) 4787 | 5392 1978 1/158 4461
HPL (GFLOPS) 2211 2862 1177 965 3124
FFT (GFLOPS) 129 143 24.4 71.0 134.2
HPCG (GFLOPS) 84 198 64.4 106.5
MotoBikeQ, | g 39 | 14,87 13.87
OpenFOAM 11M cells
BpeMs1 BBLITIOJHEHUS, MEHYT i
( )| MotoBikeX6, 5345 | 3065
35M cells
MEM 82K 203.6 206.1 22.8 71.4 171
aTOMOB
RIB 2M
GROMACS (uc/nenn) ATOMOB 13.9 13.5 12.7
PEP 12M 1.2 1.2 0.977
aTOMOB

B rabuuie ucnonb3osaHbl gaHHble u3 [14,357].
1 IlepBbie 3 npuBeneHHBIX B Tabauie Tecta B3saThl u3 HPCC.
2 O6bsicuenue npeumyinecrsenHo HBM-sapuanra 1 DDR npusoaurcs B Tekcre nasee.
3 [puBoaATCA MAKCHMAIBLHBIE IPEACTABICHHBIC B [357] BeIMUMHBI, Oy YeHHbIE C HCIIOIb30BAHHEM PA3HBIX TPOrPAMMHBIX
CPeJCTB.

WALOUD XITHIUALUIOWhIIS 9LOOHINALAUTOIEMOdI U VARALIALUXdVOdIMUIN

6G¥



460 M.B. Ky3bMUHCKUI

Yto KacaeTcst UCIOJIBL30BAHHOTO Jijist TecToB Xeon Max 9468 mpenmyriie-
crBennoro HBM-BapuanTa, TO €ro ycTaHOBUJIM C TTOMOIBIO YKA3AHUA KJTIOYUa,
Jutst numactl, -preferred-many, ais scex NUMA-gomenos namsru HBM. Kax
ykazaHo B [14], 970 1aBajo B UX TeCTax TAKyIO Ke [IPOU3BOJAUTENbHOCTD, KaK
[IpU UCIIOJIb30BaHUM MpUBsI3KK K jgoMeHam NUMA.

XoTs B HEKOTOPBIX CJIydasiX B 9TOU Tab/IuIle JaHHbIE OTHOCATCS K 1P-
cepsepam (¢ A64FX, Graviton 3), Xeon Max 9468 nokazan npenmyIiecTsa
B IPOU3BOAUTEIBHOCTU 110 CPABHEHMIO CO BceMu coBpeMmeHHbIMH ARM-
nporieccopaMu (X0Tsl B HEKOTOPBIX CJIyYasiX Jyisl 9TOr0 TPebOBAIOCh AKTHBHOE
IIpUMEHEHNE HBM). To ke camoe uMeeT MeCTO B IIPOU3BOIUTEIBHOCTH HA, PO
(ecsin mocuuTaTh €€, UCXOIA U3 JAHHBIX ITON TabMIbI).

Uckmouennem okazasicss Tect OpenFOAM, rye mpou3BoauTeIbHOCTD
UMEIONIEro B 1oJIropa pasa Goubiie siep nporneccopa Nvidia Grace (ucrosb3y-
toero 32 kanana LPDDR5X) okasanocs ma 7% sbie, gem y Xeon Max 9468
¢ HBM. Ilo npoussojuTesibHOCTH Ha s17po Xeon Max 3jech Brepean. Hajto
TAKXKEe YIUTHIBATH, YTO IIPU XOPOIIEM MACIITAONPOBAHUU ITPOM3BOIUTEIBLHOCTH
B Tecte Xeon Max 9480 moskeH MOKA3bIBATH 0OJIee BHICOKHE PE3YJIbTATHI, 1
qT10 B Xeon SPR ecTh 0oJiee BHICOKOIIPOM3BOAUTEIbHBIE MOge . B Xeon EMR
JIOCTUTAETCsI JIOIOJIHUTE/IbHOE TIOBBIIIEHUE TPOU3BOINTEILHOCTH.

st 3amaa I (8 recre Al Benchmark Alpha, B Tabsure on ne npeacrasien
[0 [IPUYKMHE OTCYTCTBHs JaHHbIX Jyist Xeon Max) naxe Gosee crapsiii Xeon ICL
6330 kak npasuso onepexkais ARM-mpoueccopst 1o npoussopuresnsaoctu [357].

N3 manubix Tabsmisr 41 BugHO, Kak 60jee BhICOKAs MPOITYCKHAs CIIOCO0-
Hocts HBM-nmaMsiTi CKa3bIBAETCsl Ha POCTE MIPOU3BOAUTETHHOCTH HA BBIYUCIIN-
TEJbHO-UHTEHCUBHBIX TecTax (Hanpumep, DGEMM), u kak stor adderr
YCUJIMBAETCS HA TECTaX, CBA3aHHbIX namsarbio (nanpumep, HPCG).

Ecnu conoctaBuTh Tpon3BOAUTENHHOCTD 48-s11epHBIX Xeon Max 9468
B DGEMM u HPL ¢ upoussogutensaoctsro EPYC 9004 (em. Tabiuiy 15), To
BUJIHO, 9TO 3Ta Mozeab Xeon Max omnepexaer 32-simepabie EPYC 9004, u
orcraer ot 64-smepubix EPYC 9554, a Tem Gojiee oT comeprkamiux 060sbimee
qucyo sijep nporeccopos EPYC. B TpebytoreM GOJIBINON MTPOITYyCKHOI
criocobroctr HPCG ¢ addekrusro ncnonssyonmym HBM BapuanTom (197.5
GFLOPS) cunbHO onepezkaer npezcrapienabile AMD nannbie B [121]
(makcuMasbHBIH ToKasaressb - 137.9 GFLOPS ays EPYC 9684X).

OpHako 11t CpaBHEHHsST HEOOXOIMMO COMIOCTABJISTE JaHHbIE JJIs pacueTa
C OJMHAKOBBIMH UCXOJHBIME JaHHbIMU (B ciydae ¢ HPCG — naupumep,
pa3Mephl CeTOK), ITO JJIsi BhIeyKasaHHbIx yuces miass HPCG HemssecTHO.
CoOTBETCTBEHHO J1ajiee Mbl PACCMATPUBAEM TOJIBKO COIMOCTABUMBIE JTAHHBIE
0 mpousBojuTeIbHOCTH B Tectax PTS ¢ caitra openbenchmarking.org. 3mecs
[I0JIE3HO HAIIOMHUTD, 4TO (KaK yKa3aHo Bbliie B pasjeie 2.4.4) 64-sepHblit
Xeon SPR 8462Y B PTS-recrax HPCG 3.1 omnepexxan EPYC 9004.
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Psin maHHBIX, 7EMOHCTPUPYOMNUX TPOU3BOAUTEIBHOCTD B PA3HBIX PTS-
Tectax Xeon Max 9468 B cpasuennu ¢ Xeon Max 9480, npuBoguTCs B CIEYIO-
meM pazzene 4.4.2.

Eciin mocmorpers Ha manHbIe PTS-TecToB - NPB, 3884 MEXaHUKH CILIOIIHBIX
cpel, Tie upuioxkenus dacto csa3anbl namarbio (CloverLeaf, OpenFOAM,
WRF), zamaa mosnexkyssiproit quaamuku (NAMD, LAMMPS, GROMACS) u
Modiekyssipaoro gokunra (miniBUDE) ua caiite openbenchmarking.org, To
o JaHHBIM Ha Jekabpb 2024 roga Xeon Max 9468 mpakTudecKn BCeria
YCTYIAeT O MPOM3BOUTebHOCTH cTapimM Mojessym EPYC 9004.

Ho B PTS-tecrax ans 3agad U curyarnus apyrad. B BapmanTax TecToB
OpenVINO, KoTOpBIE MOXKHO OTHECTH K 00pabOTKe M300paskeHuit (JaHHbIe
ua 17.01.2025), Xeon Max 9468 gyacro onepexan 96-anepusie EPYC 9654 u
9684X, xors nHorga orcrasas or 128-snepuoro EPYC 9754.

B PTS-tecre TensorFlow ¢ monennio ResNet-50 mo manubim Ha 18.01.2025
Xeon Max 9468 onepexkays EPYC 9004 npu pasmepe makeros 256, HO oTCTaBaJI
upu pabore ¢ 6osee kpynubiMu nakeramu (512). B nekoropeix PTS-recrax
oneDNN (ganusie na 19.01.2025) Xeon Max 9458 takxke onepexas 96-gaeprbie
EPYC 9004, orcraBas or 128-sneproro EPYC 9754.

Onanako Tu npoBeseHHbIe PTS-TeCThI, yIOMUHAEMbIE B TPEX ad3arax
BBIIIIE, YACTO OTJIMIAIOTCS IJIOXMM MACIITAOMPOBAHUEM MTPOU3BOINTETHLHOCTH
C 9HCJIOM HCIIOJIB3YEMBIX sifiep. 37eCh UMEIOTCS B BUAY (DAKThl YMEHbITEHUS
[IPOU3BOIUTE/IBHOCTH IIPU €€ COITOCTABJIEHUN JJIsi IIPOIECCOPOB C MEHBIIINM
YUCJIOM SIJIEP [0 CPABHEHWIO C DOJiee CTAPIITIMA MOJAEISIMU C OOJIBIINM YHCIIOM
sijiep, WK Ipu rnepexoje oT 1P- Kk 2P-koHUrypamusiM. 9TO yMEHbITaeT
3HaYeHNEe COOTBETCTBYIONINX TECTOB.

ITockoabKy B citeayromeM pasiiese eIrne MPOBOIUTCS 00CYKIEHUE TPO3-
BoauTenbHocTn Xeon Max 9480 B comoctasiaenun ¢ Xeon Max 9468, Mbr
3aBepInaeM 3/1eCh aHAIU3 TaHHOU MOJIEIN.

4.4.2. [lpoussogutenbHocts 56-saepHoii mogenn Xeon Max 9480

ITorsiTHO, YTO JIjI TOI-MOJIEJIN JIAHHOTO ceMmeiicTBa, Xeon Max 9480,
MOFBUJIOCh MHOTO JIAHHBIX O MpOU3BouTebHOCTH. Tak, B [283| mokasano, 1ro
2P-cepsep ¢ Xeon Max 9480 B Tecrax DGEMM u HPL naer Tonbsko 87% or
TTPOU3BOIUTENHHOCTU 2P-cepBepa ¢ Takxke Hb-saepubivu Xeon 8480+. JIpyrue
JaHHBIE cO cpaBHeHnmeM npousBoguTeabHocTu B HPL y 2P-cepBepa ¢ Xeon Max
9480 u anasornuHbx cepsepos ¢ Xeon SPR u Xeon EMR umetorcs B [303]. Tam
¢ Xeon Max 9480 nosryueno 6781 GFLOPS, a ¢ Xeon 8480+ - Beie, 7293
GFLOPS (nonsTno, uro 60-sauepras Ton-mozaeab Xeon SPR 8490H nocruria
emte Gosiee BBICOKYIO Ipou3BoauTesibnoctb, 7584 GFLOPS). Coorsercrsyiommue
JaHHble 0 mpou3BoauTeabHOCTH Xeon Max 9480 B cpaBHeHUU C JIPYTUMHU
MogensiMu Xeon SPR mpejicTaBjeHbI Bbiie B Tabure 41.

Takoe orcraBanue OoT MpPomU3BOAUTEIbHOCTH Xeon 84804-, odueBUIHO,
CBSI3aHO C TEM, UTO ero sJ[pa UMET GoJiee BBICOKYI0 TAKTOBYIO 9acTOTy (Kak
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6a3oByIo, Tak 1 Typbo), yem Xeon Max 9480, u siBisiercss wiurocTpanueii Toro,
aro npumenenne Xeon Max MOxkKeT ObITh AKTYAJIBHO TOJIBKO JIJIsi CBSI3aHHBIX
MaMSTBIO IPUJIOXKEHUIA.

B PTS-tecte HPCG 3.1 ¢ pasmepamu moacerok 144 ma 2P-cepBepe ¢ Xeon
Max 9480 B [358] GbLia nosyvena npoussoguressrocTs 74.3 GFLOPS, uro,
OJIHAKO, HUKE, YeM B MOJIYUeHHBIX i Xeon Max 9468 nannbix B Tadsuie 41.

B recre BII® (S-FFTE), e BaxKHa IPOILyCKHAs CIIOCOOHOCTH HAMSATH,
cepsep ¢ Xeon Max 9480 6wt OpicTpee, uem cepep ¢ Xeon 8480+, B 1.46 paza. 1
B CBSI3QHHBIX [AMSATHIO 33/[@4aX MAaTrHUTOIMIPOJAUHAMUKY IIPOU3BOAUTEIHLHOCTD
Xeon Max 9480 6b1a ropasmo eoime [283]. Boobuie B MUHE-IIPHIOZKEHIN
marauroruapogunamuku CloverLeaf 2D /CloverLeaf 3D npoussoguresibHOCTD
Xeon Max 9480 cubio soire, geM y Xeon 8480+ [3]. DmekTpoMarneTusM mysKer
Jtst TepMosizieproro cunteda, 1 HBM-namsars B Xeon Max 9480 B mputozkeHun
CGYRO Takke naeT 3HAUUTETBHBIN IPUPOCT TPOU3BOAUTENBHOCTH [348].

Eme omnoit remoncTpanueit npenmytinects Xeon Max 9480 jij1st cBsA3aHHBIX
[IAMATHIO IPUJIOXKEHUTT, PADOTAIOIINX CO CTPYKTYPUPOBAHHBIMU UJIM HECTPYK-
TYPUPOBAHHBIMHA CETKAMH, SIBJISIOTCSI AaHHble paboTsl [3]. Kpome Tombko 1To
yrnomuaasinxcsa Muau-npumioxkenuit CloverLeaf 3D u CloverLeaf 2D, tam
MIPEJICTABJIEHBI JJAHHBIE O TTPOU3BOJIUTEBHOCTH U MIECTH JPYTUX TPUIOKEHUH.
Ho Bce onu mpejmosiararor npuMeHeHne CreruuIecKux IIPOrPpaMMHBIX CPEJICTB,
OPS qis crpykrypupoBaHabix ceTok 1 OP2— 1t HecTpyKTypUPOBAHHBIX.

B [3] mosiydeHbl JaHHBIE HE TOJIBKO IO IIPOU3BOJUTEIBHOCTH, HO U
10 SHEPronoTpedaeHuo /i1 pa3anvdHbix 2P-cepsepos u3 Intel Developer Cloud
(cm. 06 TOM B paszesne 5), B ToM dncie ¢ Xeon Max 9480 (B pexxume HBM-only
+ SNC4), Xeon 8480+ (c rem ke uucsiom 56 sizep Ha npoieccop), Xeon 8592+
u Xeon 6960P (Granite Rapids). Ha takux oToGpaHHBIX IpUIOKEHHIX Xeon
Max 9480 gacTo ormepexKaJ 10 IIPOU3BOINTEBHOCTH He TOJbKO Xeon EMR, HO u
Xeon 6.

BosbIioe KomaecTBo JaHHBIX O MPOU3BOAUTEIbHOCTH 2P-cepBepa ¢ Xeon
Max 9480 sy1st cambix pasubix npuioxkennit HPC, Bkitodast mpejicka3anue
noroapl (WRF), mosexynspuyio nunamuky (NAMD, AMBER), kauroByio xu-
muio (PARSEC— nyist koneuno-pasnoctabix pacderos Merogom DET) u npyrue,
nosiydero B [355]. TaM OpoBoAUTCS COIOCTABJIEHUE IPOU3BOAUTEIHHOCTH [IPU
orkyitoueHun paborsr namaru HBM uwau DDRS.

Iupokwuit HAOOP JAHHBIX O TPOU3BOIUTEILHOCTH U YHEPTONOTPEDICHUN
2P-cepsepos ¢ Xeon Max 9480 u Xeon Max 9468 npezcrasiier B [359]. Dtu
JIaHHBbIE UHTEPECHBI TAKKe TeM, UYTO TaM UCCJIeI0BaHa IIPOU3BOIUTEILHOCTD
B Tpex pas3ubix pexkumax paborsr ¢ HBM — HBM-only, pe:kume KammpoBaHust
u pexkume ¢ meakrusupoBannoit HBM-namsarsio. Ho BMecTo Tunmamro mpu-
MEHSIEMOTO J1jis OOJIBINX PACIETOB IIJIOCKOTO PEXKUMA, C UCIOJIH30BAHUEM
JonotHUTENbHOI naMsitiu DDR, uTo Moxker TpeboBaTh 60/iee TOHKOM pabOTHI,
M3yYeHa [MPOU3BOIUTEILHOCTh B BapuaHTe, Kora npuMenenrne HBM 6bL10
3a0JIOKUPOBAHO.

Hexkoropeie u3 nosyueHHbIX B [359] JaHHBIX IpeCcTaBiIeHbl B Tabiunax 42

u 43.



Tasmuya 42. Ilpoussomurensnocts B HPC y 2P-cepBepos ¢ Xeon Max

IIpousBoguresbaocTs Xeon Max 9480 IIpousBogurenpuocTs Xeon Max 9468
Tecr Bes HBM | Komtposaue | ypnonly | Bes HBM | Koumbosaune | gy only
OpenFOAM, rect 17 4613.9 3258.6 2908.8 4629.1 3236.3 2918.4
OpenFOAM, rect 27 190.7 177.0 165.1 166.5 157.8 141.9
OpenFOAM, rect 3° 237.4 199.9 176.7 245.3 195.6 177.8
LULESH, z/s 44118.3 55339.5 60681.6 45058.0 56829.2 62348.3
NPB, SP.C 140910.0 196046.2 212262.2 132417.4 184462.3 196927.9
NPB, BT.C 279271.5 328222.2 351853.6 265661.2 307050.7 330958.0
NPB, LU.C 223823.1 273779.7 278606.5 234956.3 276681.9 284194.2
NPB, MG.C 164986.7 249731.4 253047.6 162971.3 249546.4 265747.5
Quantum 346.0 339.1 323.7 334.5 326.0 309.1

ESPRESSO* ) ) ) ) ) )
GROMACS® 11.4 12.1 13.2 11.0 12.3 12.9
miniBUDES 2670.9 2799.7 3032.9 3026.7 3110.1 3234.8

Hannbie u3 [359]. s recroB NPB Ipon3BOANTENBHOCTh NpuBegeHa B Mop/s.

1 Bpemst BIIOIHEHMST (cexynp) B Tecre drivaerFastback, Large Mesh Size;
2 pems Ha pemeTky (cexyHs) B Tecre drivaerFastback, Medium Mesh Size;

3
4

8 GFInst/s B Tecre BM2

BpeMsi BbinosiHnenus (cekynn) B Tecre drivaerFastback, Medium Mesh Size;
BpeMs Bbinosinenus (cekynn) B recre AUSURF112
KOJIMYeCTBO PACCUYUTAHHBIX HC/JeHb B Tecre water GMX50 bare
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To, 94TO NMPOM3BOAUTEILHOCTH BO3PACTAET IIPH [IEPEXOJIE OT IIPUMEHEHUsI
DDR-mmamsitu k x3muposanuio HBM-niamsaTeio u magee ¢ paboToit TOIbKO
¢ HBM, ouesBusno. [ousaTHo, 910 3 DeKT 10/12KeH OBITH OOIbIIE /T CBA3AHHBIX
maMsaTbio TecToB. OMHAKO JaHHBIE STON TAOJIUIBI TO3BOJISIOT OIEHUTH ITO
KosimaecTBeHHO. DddeKT mepexoa or 48-saeproit Mojen K 56-seproit Xeon
Max 9480 mpu HOpMAaJLHOM MAaCIITAONPOBAHUH [TPOU3BOIUTETLHOCTH TAKIKE
OYEBHJIEH, HO JAHHBIE TAOIUIBI JEMOHCTPUPYIOT 9TO KOJUdecTBeHHO. [Ipu
aHaJM3aX HAJI0 UMETh B BHJIY, UTO TaKTOBas dacToTa Xeon Max 9468 Briiie,
gem y Xeon Max 9480 ua 10.5% (cMm. Tabauimy 46), a 9uc/io sjaep MeHbIne
na 17%.

13 yernipex nposejieHHBIX B [359] TecToB NPB O cpejHUM pasmMepoM
upobsiemsl (C) Xeon Max 9480 B pexxume HBM-only, naromem nausbicuyo
[IPOM3BO/IUTEJLHOCTD, [T0OKA3aJI IIPEUMYIIECTBO B HEll 10 CPaBHEHUIO ¢ OoJiee
MITa/IIIe MoJiesibio ToJIbKO B iByX — SP.C u BT.C.

B coorBercrBum ¢ pesynbraramu Tabsmie 42, mepexo ot 48-smepHoit
mogesin Xeon Max 9468 k 56-sieproit Xeon Max 9480 B Tectax OpenFOAM,
opuenTrpoBaHHbIX Ha 3ajgaun CFD, HabsromaeTcs HU3KUil MPUPOCT IPOU3BOIN-
reapHOCTH. B Tecte munm-tipunoxkenust CFD, LULESH, npu takom nepexose
[IPOU3BO/IUTE/IBHOCTh YMEHbBIIIAETCS.

B ncnosmbzosasmencs B [359] Tecre Quantum Espresso*’, xoroperit cormac-
HO IIPUMEHSJICS B Ka4ecTBe OJHOIO U3 TECTOB Ha cynepkomibiorepe Fugaku,
MMPOBOIMJICST pacdeT KBaHToBoxuMmYIeckuM MeTonoMm DFT ¢ npumenennem
IICEBIONOTEHIIMAJIOB B 0a31ce IIJIOCKUX BOJIH JJId cucTeMbl u3 112 aroMoB
zosiora. OJIHAKO JaHHBIE TabJIMIBI TOKA3BIBAIOT, YTO IIPH [IEPEX0Jie 0T Xeon
Max 9468 x 6ostee crapmreit mogean Xeon 9480 BpeMms pacdeTa B 9TOM TECTe HE
YMEHBIIIAETCs, & BO3PACTAET.

B u3BecTHOM BBICOKHM JIOCTHUTraeMbIM yPOBHEM pPaCHapaJLIeIIBAHUST
IPOrpaMMHOM KoMiLIiekce MouieKyJisproit qunamuku GROMACS (uezasuo
nosiBusiack pabora [360] 0 ero pacmapajsie MBaHAN B KJIACTEpe, COIEPKAIIEM
B y3sax 2P-cepsepsl ¢ 64-anepabivu EPYC 9554, Beero 65k sinep) npupoct
NPOM3BOJMTEIBHOCTH TIpH nepexojie Ha Xeon Max 9480 okaszasica seero asa %.
Jytst maHHBIX Tab/mIBl 42 UCITOIB30BAJICS MMUPOKO PACIPOCTPAHEHHBIN TECT
GROMACS, water  GMX50 bare, BKIIOYAIONIHI pacIeThl KOMILIEKCOB BOJIBI,
costepkarux or 0.65 ThiCIYHU JI0 TPEX MUJJIMOHOB ATOMOB.

B munu-npuiozkenun mosekysispaoro pokunra (miniBUDE) naunmbie [359]
TaK>Ke [TOKA3bIBAIOT MOHMKEHNE [TPOU3BOINTEILHOCTY IIPH [IEPEX0Jie OT Xeon
Max 9468 x Ton-mozmenn Xeon 8480.

“"https : //www . hpci - office . jp/ documents / appli _ software / Fugaku _ QE _
performance.pdf, accessed 10.05.2025.
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nsa 3agaa NV, HecCOMHEHHO, TPEJICTABISIOT HHTEPEC JTaHHbIe TECTOB
npou3BoAuTeIbHOCTH paspaboranubix Intel cpencrs OpenVINO. Dtux Tecton
6BLI0 MHOTO TIPOBEJIEHO B [359]. MBI HCKITIOIMIN U3 aHATN3a PE3YITbTATHI
TECTUPOBAHUI HA yPOBHE 3aJIEPXKEK, ITIOCKOJIBKY OHU OOBITHO OTJIMIAIOTCS
IJIOXUM MAacCIITabUpOBaHMeM, a 0oJiee BBICOKHE MMOKA3ATE/ U YacTO MOXKHO
MOJIyvaTh Ha JIECKTOMHBIX mporeccopax. Orobpanube u3 [359| nanubie
npuBesieHbl B TadsuIe 43.

Tasmuna 43. IIpoussoguresnsrocts (kanpos/c) Xeon Max B PTS-
Tectax OpenVINO 2022.3

Tecr Xeon Max 9480 Xeon Max 9468
Person Detection, FP16 33.3 35.2 37.3 33.8 34.5 36.6
Person Detection, FP32 33.7 35.7 37.9 33.1 34.2 36.0
Face Detection,

FP16.INTS 293.5 329.6 359.6 285.3 328.0 354.2

‘Weld Porosity
Detection, FP16
Weld Porosity
Detection, FP16-INT8
Person Vehicle Bike
Detection FP16

16321.9 | 16480.5 | 17508.3 | 15419.6 | 15767.4 | 16960.1

31507.7 | 30761.6 | 33984.7 | 30066.7 | 31679.3 | 33063.8

5792.1 6157.7 6613.6 5615.0 6224.4 6539.6

Brurpenm B mponssoauTensHocTy mpu 3aMene Xeon Max 9468 na Xeon
Max 9480 He mpeBBINIAET HECKOJBKUX TPOIEHTOB. COIOCTaBUTE/IbHbBIE JAaHHBIE
o npouspoguTeabHocTu Xeon Max 9480, Xeon SPR, Xeon EMR u EPYC 9004
mpuBeeHsl Boimre B Tabsmmax 43 u 38. Ilo srum manabiM, Xeon Max 9480
orcrapaJ B mpousBoaurebHocTu or Xeon EMR u EPYC 9004, xoTst yacto
onepexxas Xeon SPR 8490H.

Camu 110 cebe TPUBEJIEHHBIE BLIIIE OT/EJIbHBIE JTAHHBIE O IPOU3BOUTEIHHO-
cru Xeon Max 9480 o cpaBHEHHUIO ¢ OoJlee MIIAJIINEH MOIEIBI0 HE TOBOPAT
0 Kakux-To HemocraTkax B Xeon Max. [Ipobisiema B mepByro odepejb B TOM, 9TO
B IIXPOKO IPUMEHSIONINXCS TECTAX YaACTO OTCYTCTBYET AHAJM3 JOCTUTaeMOit
MIPOU3BOAUTENBHOCTH B 3aBUCAMOCTU OT YHC/IA 33I€HCTBYEMbBIX B PacdeTax
sAJiep, U He PacCMaTPHUBAETCS €€ 3aBUCHUMOCTb OT pa3Mepa HUCCIIEyeMOro
00beKTa. XOTd HeJIb3sT OTBEPIrHYTh U BO3MOXKHBIE TTPOOJIEMBI ¢ YPOBHEM
pacnapaJuiesmBanug B Xeon Max, 1po KOTOpble ToBOpuIoch B [281, 354
B OTHOIIIEHUH TeCTOB stream. B mpakTHIecKoM ILIaHE MOXKHO OPHEHTHPOBATHCSI
Ha OIeHKY [355], uTo yBenmueHne cTONMOCTH 3a cdeT npuMeneHus: HBM
1o cpaBHEHHUIO ¢ Xeon SPR KOMIIEHCUDPYETCs, €CJIU IIPOU3BOIUTETHHOCTD
CBSI3aHHOTO MMAMATBHIO IIPUJIOXKEHNsI Bo3pacTaeT bosee yeM Ha 30%.

OTnesbHOrO comocTaBaeHus TpousBoauTeabHocTn Xeon Max ¢ EPYC
9004 3/mech He MPOBOJUTCS, B TOM UHCIe n3-3a Ipekparnenus Intel manbHeiineit
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nogiepxkku HBM B Xeon EMR u Xeon 6. AHajOrudHbIE PACCMOTPEHHOMY 311€Ch
JIAHHBIE O MTPOU3BOJIUTEBHOCTH 3TUX mporeccopoB AMD, B Tom uncie u co
CpaBHEHHEM IIPOM3BOAMTEIbHOCTH ¢ Xeon Max, IpuBejieHb! BhIle B pasjesie 2.4.
MuorouncienabIe cpaBHUTEIBHBIE JaHHBIE O Tpou3sBoguTebHocT KPYC
9004 u Xeon Max j1s GOJIBIIIOrO KOJIMYECTBA PA3IUIHBIX PTS-T€CTOB MOXKHO
[IOJIyYUTh Ha caiiTe openbenchmarkung.org, a Tak»ke U3 UCIHOJIB3YIOMIHUX ITH
TeCTbl 0030POB IIPOU3BOMUTEIBHOCTH (CM., Hanpumep, [318]). Crapmue moneu
EPYC 9004 o6brano omnepexasm Xeon SPR u Xeon EMR 110 TPOM3BOINTENHLHOCTH,
a TIOCJIeIHNAE B CBOIO OY€pe/Ib Yalle ornepexkaioT Xeon Max, 3a uckioueHuem
OTIETbHBIX 00J1aCcTell TPUMEHEHUs CO CBI3aHHBIMU ITAMSTHIO IPOIPAMMAMU.

5. O npumenerun x86 gns sBuptyanusaumm m 06/1a4HbLIX TEXHONOrWIA
B8 obnactn HPC u NN

Bazupyromuecs na BupTyanmnsannn 00/IadHbe TEXHOJOTUN OYUeHb AKTHBHO
nmpuMeHsiforces u st 3aa1 HPC - B miepByt0 ouepeb, BEPOSATHO, U3-3a
9KOHOMIIECKOi 3 dexkTuHocTH. OOIaYHbIE TEXHOJIOIMN TPUMEHUMBI Ha, CAMBIX
PA3HBIX YPOBHSIX — OT OTAEILHBIX CEPBEPOB U KJIACTEPOB JI0 CYMEPKOMIILIOTEPOB.
IIpuMmenenre B cOBpeMeHHBIX IpoIieccopax X86 OOJIBIIOro Yucia saep u
CIBUTAET CEPBEPHI ¢ X86 10 YPOBHS BO3MOXKHOIO 3(D(MHEKTUBHOIO MPUMEHEHUSI
00JIAYHON TEeXHOJIOTHN.

B 0630pe obstaunble TEXHOIOTUN TPAKTUIECKH HE PACCMATPUBAIOTCS,
OJTHAKO JIJIsI TIOJTHOTHI KAPTUHBI TTOJIE3HO TPUBECTH OOIIYI0 MH(MDOPMAITHIO
00 UMEIINXCsl PeaIn3allusaX ¢ IPUMEHEHNEM PAacCMaTPUBaEeMbIX B 0030pe
mporieccopoB, ocoberno s HPC. Benp nmerorcs mybsukanuu, Tie JaHHbIE
o mpousBouTesbHOCTH U B 06actu HPC jyist 3Tux mporieccopoB mosty YeHbl
[IPY UCIIOJIb30BAHUH O0JIAYHON TEXHOJIOIUN.

ITockobKy mMeeTcst HOJIBITOE TUCTO0 PA3HBIX TUIOB 00JIAYHON TEXHOJIOTHH,
MBI YIIOMSTHEM TOJIBKO JIBE, IIIMPOKO uciojb3yeMbie it HPC-zagaqa: TaaS
(Infrastructure as a Service) n BMaaS (Bare Metal as a Service). Xoporme
001Ie PEKOMEHIAIINY 10 HUCIIOJIb30BAHUIO X86-1IPOIECCOPOB /I PA3HBIX
Tunos obsraka nmerorcs st EPYC 9004 B [221]. VIX MOXKHO €CTeCTBEHHO
pacCIpOCTPAHUTD U HA APYTHUE COBPEMEHHBIE IIPOIECCOPHI.

B kaugecTBe IPUMEPOB UCIOJIB3YIOMUX TAKUE TEXHOJOTUH BHIYUCIUTELHBIX
CHUCTEM, PEeCypChl KOTOPBIX IPEIOCTABIAIOTCS MOJb30BATEISIM, YKAKEM
npeioxkenust Microsoft 1 Amazon. Microsoft Azure npejjiaraer BUpTyaabHbe
MAIIUHBI ¢ PA3HBIMU IIPOIECCOPAME, B TOM YHUCJIE U C PACCMATPUBACMBIMU
B 0630pe MacmrabupyembiMu mporeccopamu Xeon 4-ro nokosienus (Xeon
8490H u 8473C) [361,362], u ¢ EPYC Zen 4 [363].
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Amazon npepiaraer u opuentuposannbie Ha HPC Buprya/ibHble MAITHHDL,
B ToM uncie ¢ AMD EPYC Zen 4 (Genoa) [364], koropsle dbupma npejyiaraer
UCIIONIb30BaTh, B YacTHOCTH, 1ist 3a1ad CFD u npeickazanust morojs!.

Mozxuo Takzke ormeruts Intel Tiber AT Cloud [365], rie B nepsyio odepepb
qutst 3aga4d VI npeiaraeTcsi TOCTYT K CAMBIM COBPEMEHHBIM AIMAPATHBIM
cpesicTBaM (DUPMBI.

IToHsiTHO, YTO B MCMOIB3YEMBIX JjIsi OOJIAUHBIX TEXHOJIOTHI cepBepax,
ocobenno st HPC, akrusro ucnosbsytorcs 1 GPU. B kadectse 3aBepirenus
JIAHHOT'O pasjiesia YKarXKeM Ha, MpuMeHeHne ob1aduabix Texaosioruit Oracle:
B OCI (Oracle Cloud Infrastructure) anoHCHPOBAHBI HOBbIE BO3MOXKHOCTH
uabpactpykTypbl U jiist Mabx, CpeIHIX U KPYIHBIX BAPUAHTOB UCIIOJIB30-
BaHMsl, BKJIOYas KpynHelmmuii cynepkomubiorep U B obiake [366]. Tam
dakrudeckn npeaaraerca BMaaS, HO BBIYUCIUTEIbHBIE BO3MOXKHOCTH
6asupytorca na GPU [366], u kK 0630py 9T0O yKe OTHOMIEHUS HE UMEET.

6. 06 Intel Xeon 6 Granite Rapids u AMD EPYC Turin (Zen 5)

Besycnosno, nogsienne ocenbio 2024 roga Xeon 6 Granite Rapids
€ BBICOKOIPOU3BOAUTEIbHbIMU P-siipamu (crapiux mozesteil, Bepcuu AP
- Xeon 6900P) u EPYC Zen 5 (mojesneit 9005) mponsBeso CyIiecTBEHHOE
U3MeHeHNe CUTYAIllnN C CEPBEPHBIMU ITporieccopaMu x86-64.

Yaxke B 2025 romy Intel mobasmia k Takum Xeon 6 ¢ P-sgapamu Bepcuro SP —
Xeon 6700P u 6500P ¢ MeHbIMM 9uCIOM si/Iep, MEHBITUM YHCIOM KaHajoB UPT
U MEHbBIIUM YHCJIOM KAHAJIOB HamMaTu [367], a Takxke ¢ gpyrum, Gosiee IpocThiM
cokeroM Intel 4710 (B Bepcun AP ucnonbsyercst coker FCLGA7529) [49].
Ho y sTux mporeccopoB nosiBujiach BO3MOXKHOCTB CTPOUTH KOH(DUTY DA
cepBepoB ¢ uuciaoMm cokeros o 8. IlosBuiachk Takxke cepus erme 6oJee TPOCTHIX
nporeccopo Xeon 6300P [367].

Hpyrue mozenu Xeon 6, Sierra Forest, HemHTepecHBI jiJ1s 11€J1€i TAHHOTO
0030pa, MOCKOJIBKY HUCIOJB3yIOT Gosiee mpoctbie E-sipa (He mmerorue
nojiepxkku AVX-512), nojaep:kuBaioT HaMsaTh ¢ MEHbIIE IIPOILyCKHOM
CIIOCOOHOCTBIO U MEHBIIIAM YHCJIOM KAHAJIOB, M MMEIOT MEHBIIYIO0 €eMKOCTh
xoma L3. Bapuanr ¢ E-anpaMu B OCHOBHOIT Ha MOMEHT HalmcaHusi 0030pa
ny6sukaruu Intel [368] Boobmie oTHecen K Apyroit MukpoapxuTekrype. Mol
paccMmaTpuBaeM TOJIbKO Xeon 6 ¢ P-sapamu. Hasmee mox Xeon 6 BooOiie
umeercs B Bujy Granite Rapids ¢ P-sapamu, sepcuu AP.

B nporneccopax Xeon 6 Intel crasa npumeHsTh CBOIO HOBYIO TEXHOJIO-
ruro 5 #M. Xeon 6 cTaj ouepeHOM JIEMOHCTpAIUel TPOBIKEHUsI BIIepe]]
B HaIIPABJIEHUSIX yBEJUYEHUsI IUCJIA IPOIECCOPHBIX sJIep, JOMUHUPYIOIIEro
BJIMSIHUS Ha IPOU3BOIUTEIBHOCTh MMEHHO IIPUMEHSIEMO TI0JIYIIPOBOIHIKOBOI
TEXHOJIOTMH U HCIOJIb30BAHUS YUILIETOB.
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HpI/I HE O4YE€Hb 6OJ'[I)IHOM Hporpecce B IIO.HyIIpOBO,ZLHI/IKOBOI‘/Jl TEXHOJIOIU1
Intel mepexom ¢ Xeon SPR ma Xeon EMR He fa/1 (pupMe BO3MOXKHOCTH OOOTHATH
110 YHUCJIy S7I€p W MPOU3BOUTEIBHOCTA B IITUPOKOM JIMAIIA30HE 00IacTeit
npumenenus mporeccopsl EPYC 9004. Ilepexon Intel Ha Texmosoruo 5 HM,
HECOMHEHHO, TOpa3/10 boJiee CUIBHBIN Iar BIEpeI, YeM ObLT IPU ITepexo/Ie
¢ 4-10 TIOKOJIEHHST MACIITaOMPYEMBIX MTPOIIECCOPOB Xeon Ha H-€ TMOKOJIEHUE.

B Tabaume 44 npencraBieHbI TOJIHLKO CTAPIINE MOJEH IIPOIECCOPOB
Xeon 6 1 EPYC 9005 Turin ( ¢ 6osbimmm dncsom siziep). Hanpumep, Beero
uMeercst 26 pazabix mozesieit EPYC 9005 ¢ yucsiom sijiep ot 8, mpudeM psijt
OTCYTCTBYIOIIUX B TAbJIUIE MOJIEIEl ¢ IucaoM sifiep oT 48 u mHmke mmeior TDP
300 Br u Himxe [126].

Tabmuna 44. OcHoBable nokazareaun Xeon 6900P u EPYC 9005

Mognenn EI;%JII)O “I%czl"rgTa, E:;{gcﬁg T]]BDTP, Ilena | Texmomorus
Xeon 6980PT 128 2-3.9 480 MB 500 $12460 5 HM
Xeon 6979P 120 2.1-3.9 432 Mb 500 $11025 5 HM
Xeon 6972P 96 2.4-3.9 480 MB 500 $10220 5 HM
Xeon 6960P 72 2.7-3.9 504 Mb 500 $9625 5 HM
Xeon 6952P 96 2.1-3.9 504 Mb 400 $9115 5 HM
EPYC 99652 192 2.25-3.7 | 384 Mb 500 $14813 3 HM
EPYC 9845 160 2.1-3.7 320 Mb 390 $13564 3 HM
EPYC 9755 128 2.7-4.1 512 Mb 500 $12984 4 aMm
EPYC 9745 128 2.4-3.7 256 Mb 400 $12141 3 HM
EPYC 9655 96 2.6-4.5 384 Mb 400 $11852 4 aMm
EPYC 9565 72 3.15-4.3 | 384 Mb 400 $10486 4 aMm
EPYC 9575F 64 3.3-5 256 Mb 400 $11791 4 aHMm
EPYC 9475F 48 3.65-4.8 | 256 Mb 400 $7592 4 aHMm

! Iauusie mis Xeon us [https://ark.intel.com/content/www/us/en/ark/products/series/
240357/intel-xeon-6.html 14.10.2024] na 14.10.2024;
2 Nanusie qyis EPYC uz [49] na 14.10.2024.
Ilensbr as1st Bcex mporneccopos - u3 [49] na 16.04.2025.

B AMD Zen 5 teneps ucnosbsyercsi Texuosiorust TSMC 4 uwm. Ilo gucity
mporieccopHbixX sifiep AMD mo-tpekHeMy BIiepe/in, HO 3TO OTHOCUTCST TOJIBKO
K mporeccopaM Ha 6ase snep Zen 5c (HoBeiimmii anajor Zen 4c), rie
npumensiercst rexuosoruss TSMC 3 HM u yMeHbIleHa eMKOCTh Kamma L3
Ha sIJIPO TI0 CPABHEHUIO C giapaMu Zen 5, cM. Tabmity 44. s yroaHeHust
YKa3aHHBIX B HEll TEXHOJIOTHIl OTMETHM, YTO B OoJiee MPOCTHIX OJIOKAX
uporeccopos, Hanpumep B 6510ke 1/O (I0D), KOTOPBIH, XOTh U € CyIIECTBEHHO
orymyaromieiics: pyHKInoHAILHOCTHIO, YeM B EPYC, reneps umeercsi u 8 Xeon
6 (cMm. [368,369]), npumensirorcst Gosiee cTapble TEXHOJIOTHM.

Bousbiioe yBesimdenue dnciia mporeccopHbIx sifep B Xeon 6 moTpeboBaso u
yBeJIMYEHHs TIPOILYCKHOf CIIOCOOHOCTH MEXKCOEJMHEHNsI IPOIECCOPOB (KAHAJIOB
UPI crano 6, co ckopoctbio 24 GT /s—cymmapro B 1.8 pa3s 6oJibiie, 1em
B Xeon EMR [368]).


https://ark.intel.com/content/www/us/en/ark/products/series/240357/intel-xeon-6.html
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Konkypenrocrocobnocts craprux mogeseil Xeon 6 orHocuressno EPYC
9005 mo/KHA CTATh CYNMIECTBEHHO 0OJiee BBICOKOI, eM 9T0 ObLIo y 4-r0 u 5-ro
ITOKOJIEHUsI MacIITabupyeMbIX mporeccopoB Xeon oraocutesibHo EPYC 9004.
Xeon 6900P B psijie mepBOHAYAIBHBIX JaHHBIX O pousBoauTesbroctn B HPC
cmoryin nipes3oiitu EPYC 9005 (cM., manpumep, Tabmuiy 45 muzxke).

AHanm3 MEKPOAPXUTEKTYD U [TPOU3BOJIUTEILHOCTH TPEOYET TOSIBICHUS
COOTBETCTBYIOIINX NAHHBIX, KOTOPBIE B HacTosmIee Bpems st Xeon 6 u EPYC
9005 BecbMa akKTUBHO TonoJIHsIOTCA. HO Takoit ananun3 B 063ope Tpedyer
JTIOCTATOYHO IOJIHBIX JAHHBIX, U IIOITOMY 3/1eCh He npoBojuTcs. [Ipu srom sicHO,
9TO OOJIBIIIMHCTBO U3 PACCMOTPEHHOI'O PaHee B JAHHOM 0030pe OCTAETCs B CHLIE
u B HoBeiimux mporeccopax. st mukpoapxurektypsl EPYC 9005 310 BuIHO,
manpumep, u3 nokymentos AMD [370,371]. B Zen 5 riaBubIMuU npuopuTeTaMu
pa3paboTKK ObLIO yBeJIMYEHNEe IIPOU3BOIUTEIHHOCTH U SHEPro3(hPEKTUBHOCTH
Ha sapo. ndopmarms 06 yCOBEPIIIEHCTBOBAHUAX B Spax Zen 5 UMeeTCs
B [372,373].

Jonosmurenbubie K [373] nannbie®® o gokmnage AMD na kondepennun Hot
Chips 2024 Bkr09a0T COOTBETCTBYIOIIHNE Ciaiiibl. [ToapobHbIe KomiecTBeHHbIE
moKazaresim 000ux PPOHT-IH U OIK-IH]| KOMIIOHEHT MUKPOAPXUTEKTYPHI 1P
Zen 5 yxke nupejacrasienbl B [374]. IloaarHo, 4ro nporpecc HHTErpaabHO
Boipasuiics B pocre IPC (ua 16%).

Mps1 orpannyauMcs Jjajiee TOJIbKO KPATKOM nH(MOPMAIHei O TOSBUBIIIIXCS
mogessix Xeon 6900P u EPYC 9005, u HeKOTOPBIMEU CTAPTOBBIME JAHHBIMU 00
UX IIPOU3BOJIUTETHHOCTH.

O6e dupmbI, KPOME UCIOJIB30BAHUS IIPOTPECCA B TEXHOJIOTUH, IIEPEITLTH
Ha pabory ¢ 6osee 6picTpoit mamsaTeio DDRS. B crerudukarusax mporeccopon
AMD [126] yxazano o nomjep:kke umu 1o 12 KaHajoB Ha ckopoctu 10 6000
MT/s, xorst B [200] oTMedaercs IOjIepsKKa B HEKOTOPBIX Mojensix DDR5-6400.
IIporieccopsr Xeon 6 moagepxuBaioT padory 10 12 kanaizoB DDR5-6400 wiu 6o-
Jiee BBICOKOITPOM3BOUTEIBHYI0, X0Ts 1 Oostee poporyio mamsts MRDIMM-8800,
UMeoILyI0 OoJiee BBICOKYIO CKOPOCTD Iepejadu. BiiusiHue MOBBIIIEHHON Ipo-
myckuoit criocobnocr MRDIMM-8800 #a mpon3BoAUTEIFHOCTD 110 CPABHEHUIO
¢ ucnosszopanreM DDR5-6400 npogemoscTpuposano B [375].

BezycoBHO, 6osbIm0# TPOrpecc B THUIlE TOAIepKUBaeMoil Xeon 6 mamMsitu
JOJI?KEH OTPa3UThCHA HA POCTE JOCTUTIAEMOI IPOILYCKHOI CIIOCOOHOCTH U
COOTBETCTBEHHO Ha POCTE MIPOU3BOJIUTETBHOCTH B IMPUJIOYKEHUSIX MEXaHUKHI
CILTOIIHBIX cpel, BKItouast 3amaau CFD (3To yKe cTajio BUIHO B JAHHBIX
coorBercTByOmUX PTS-TecToB Ha caiite openbenchmarking.org).

“®https://chipsandcheese.com/p/discussing- amds-zen-5-at-hot-chips-2024,
accessed 26.04.2025.
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IIepexon B Xeon 6 Ha paboTy ¢ uMmerolneil 60s1ee BBICOKYIO IIPOIYCKHYIO
CITOCOOHOCTD MAMSATHIO MPEJICTABJISIETCS BTOPBIM 10 BAYKHOCTU YCIIEXOM
Intel mocite nmporpecca n3-3a HOBOIT Texuosiorun 5 HM. OJIHAKO aHAIU3bI
HAJIO MIPOBOJINTH HE HA MUKOBBIX, & HA PEATbHO JOCTUTAEMBIX ITOKA3aTesIsIX
[IPOU3BOJIUTEILHOCTH U MPOIYCKHON CIIOCOOHOCTH TTaMsITH. BasKHbI, HAIIPUMED,
IIOKA3aTe/ N MEXKCOeIUHEeHNs sep B Xeon 6 — mocKobKy Jiyia Xeon Max
B [354] Gbn OTMeYEHbI IOTEHIUAJIBHBIE OIPAHUYEHUs] UMU IIPOILYCKHOMN
CITOCOOHOCTH TTAMSITH.

Hannbre nposegennoro Intel Tecta stream triad misa 2P cepsepa ¢ 96-
sanepubiMu Xeon 6972P ¢ mamsarsio MRDIMM-8800 moka3asy mpenMyIiecTBo
IIPOITYCKHOI criocobuocTu B 1.3 pasa 1mo cpaBHeHuio ¢ 2P cepBEPOM TaKKe
¢ 96-anepubivu EPYC 9655 n namsarsio DDR5 ma ckopocr 6000 MT /s [376].
Kpowme Toro, ¢ Xeon 6 yxe mpogasuraioTcst Buepe paboThl 10 IPUMEHEHHUIO U
CXL-namsaru [377].

Nnerotea npumuchiBaemble Chongqing Microcomputer kuTaiickue nanHbie*
Jist 2P-cepsepa ¢ EPYC 9755 1o mpoIyckHoil criocoOHOCTH HaMsTu B stream
triad, a Takxke 10 npousBoauTesbHOCTH B Tectax DGEMM u HPL.

3/1eCh HYKHO TaKKe OTMETUTh, YTO B Xeon 6 IJIaHNPOBAJIOCH HOSIBJIEHUE
HOBOro BeKTOpHOro pacimupenus ISA, AVX10, ¢ nojiepKKoii orpanndeHust
JunHBL BeKTopoB B 256 6ut. @upma AMD B EPYC 9005 neperia Ha IpuMeHeHre
(upu pabore ¢ AVX-512) 512-6uTHON MIUPUHBI TIEPEIAYIN JAHHBIX BMECTO
256-6utHoit B EPYC 9004. 910 He TOIBKO MOXKET CYIIECTBEHHO IOBBICUTH
Jocruraemyto nponssoguresbaocts DGEMM no cpasrennto ¢ EPYC 9004 (uro
y?Ke BUJIHO B COOTBETCTBYMOIMX PTS-Tecrax Ha caiite openbenchmarking.org),
HO W CIIOCOOCTBYET POCTY TIPOU3BOAUTENbHOCTH B 3amadax NN [373]. Biussue
3TOoro axKToOpa Ha IIPOU3BOUTEIHHOCTD IIPUJIOKEHUN B PA3HBIX 00JIACTAX
npuMeHeRust paceMoTpeno B [378]. Takum o6pazom, AMD orrOCHTENBHO Zen 4
IIPOJIBUHYJIACH BIIEpes B paboTe ¢ BeKTOPHBIME omeparusmu, a Intel B Xeon 6
OKa3aJ1ach BIepeau Zen 5 B UCHOJIB3YEMOM TEXHOJIOTHH ITaMSITH.

Intel Giiarogapst HOBOI TEXHOJIOIUK CMOTJIA IIOBBICUTH EMKOCTH K3IIIa
L3, u B HEKOTOPBIX MOje/iax Xeon 6 B Tabaure 44 eMKOCTb TAKOTO KIIIa
Ha s1po Beime, veM B EPYC 9005. AMD, 6siarogapst 60j1ee IpoiBUHY TOM
TOJTY IIPOBOJIHUKOBOI TEXHOJIOTWH, 0OECIIEINBACT IPU PABHOM YHCIIE sep OoJee
BBICOKHE BEJIMNIUHBI TAKTOBBIX YACTOT.

O nporneccopax EPYC 9005 6oJibIioe KOJIMIecTBO HHMOPMAIMN, BKIIIOYASI
JIAaHHBIE O MMPOU3BOJUTEIHLHOCTH B PA3HBIX IPUJIOKEHUSIX, YKe CTAJIO JOCTYITHO
Ha JOKyMeHTarmoHHOM xabe AMD [146] cpenu HOSIBUBIIMXCSI B KOHIIE
2024 roga JIOKyMEHTOB— HalpuMep, o mpoussojuresibHocTu ¢ OpenFOAM

“Shttps://news.qq.com/rain/a/202412024090KQ00, accessed 6.03.2025.
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cM. [379]. B manubix 06 orHOCHTenbHOI ponssourensroctn EPYC 9005
o cpasrenmio ¢ EPYC 9004 u Xeon EMR®® npexcrasiaens: AMD mis gernipex
CFD-npunoxennit ANSYS. Intel pazmeraer HeCcTpyKTYpUPOBAHHBIE JAHHBIE
o mpomsBouTesbHOCTH Xeon 6 Ha cBoeM cafite [376].

Craym gocryHbl U janHbie o npoussouTesibHoctu EPYC 9005 u Xeon 6
B Tectax SPECcpu 2017. IIpaBia, caM CMBICI 9TUX TECTOB JIJIsi COBPEMEHHBIX
MHOTOSIZIEPHBIX CEPBEPHBIX IIPOIECCOPOB KaPAWHAJILHO MOHU3UICH. Mbl nasee
OCHOBBIBAEMCS Ha MAKCHUMAJIbHBIX JOCTUTHYTBIX /IS PACCMATPUBAEMBIX
MoJIeJiell 1 KOHKPETHBIX TECTOB OUINAIBHBIX pe3y/abraTax cafita Ha 16.04.2025.

B SPECint 128-saepusiit Xeon 6980P orcraer or EPYC 9755 ¢ Tem xke
qucoM siep, a 96-saepubiit Xeon 6972P —or Y3HC 9655 ¢ TeMm ke gmcyiom
saep. B SPECfp pesynabrar ckopee mporusomnosoxkubiit. B SPECfp rate, rue
MepSIeTCsT «IPOIYCKHAs CIIOCOOHOCTy 33 1auuii, u B oriimane or SPECfp speed
pacrapaJuiesuBanue 3anpeineno, 128-snepubiit Xeon 6980P mocrur 1360,/2720
s 1P /2P-koudurypanuii IpOTUB aHAJOIMMYIHBIX 60Jiee HU3KUX PE3YJIbTATOB
1230/2660 nua EPYC 9755 ¢ tem ke uuciom siiep. B SPECfp speed
Xeon 6980P mocrur 448/496 nporus 435/573 nna EPYC 9755 aya 1P/2P-
KOH(UIYyparuii.

st 96-smeproit momesin Xeon 6972P B tecre SPECfp rate gocrurasocn
1160,/2290 uporus 1020/2050 qyiss EPYC 9655 ¢ TeM ke 4ucsIoM siziep B KOH-
durypanuu 1P/2P. B SPECfp speed B 1P-cepsepe Xeon 6972P makcumasibhast
moJIydeHHas BemanHa coctaBuia 394 mporus 412 nnsa 1P-cepsepa ¢ EPYC
9655.

Bunawo, uro mocrturaembie npoussogurenbuocTu Xeon 6900P u EPYC
9005 1pu OJIMHAKOBOM YHCJIE siflep JocTaTo4vHo Oju3ku. O6CyKIaThCs 9TH
pe3yabTaThl 37ech He OyayT. MOXKHO TOJILKO OTMETUTDH JABa MOMeHTa. Bo-
HEPBBIX, 6OJIBINON mporpece B npouspoaurenbroctd EPYC 9005 mo cpaBHeHnio
¢ EPYC 9004 (cpauusas 96-suepubie Mmogesu EPYC 9655 u EPYC 9654 - cm.
Januble B Tabuune 27); mis Xeon 6900P nporpece ere Boirie. Bo-BTopbIx,
MOXKHO cKa3aTh, uTo B Xeon 6900P orcrasanme or EPYC B Tectax SPECcpu
OBLIIO JIMKBUIMPOBAHO.

B tecre SPECmpi 2007 (medium) 2P-cepsep ¢ EPYC 9755 moctur
suadenus 96.6 uporus 65.4 miusa 2P-cepsepa ¢ EPYC 9654 (MakcuMmasbable
nokazaresu Ha 14.04.2025), 9T0 ieMOHCTPUDYET 3aMETHO OOJIBINUN POCT
IPOM3BOIUTEILHOCTH IO CPABHEHUIO C yBeJIWYeHWeM 1ucja sjuep. s Tecra
SPEChpc 2021 nanuble 0 IpOU3BOAUTEILHOCTH IIPUBEICHBI B Tab mIe 45.
Hamuete st Xeon 6 B atux Tecrax SPEC orcyrcrsyior.

50https://www.amd.com/content/dam/amd/en/documents/epyc-technical-docs/
performance-briefs/amd-epyc-9005-pb-ansys-1ls-dyna.pdf, accessed 26.04.2025 u
anaJiormuyaere URL.


https://www.amd.com/content/dam/amd/en/documents/epyc-technical-docs/performance-briefs/amd-epyc-9005-pb-ansys-ls-dyna.pdf
https://www.amd.com/content/dam/amd/en/documents/epyc-technical-docs/performance-briefs/amd-epyc-9005-pb-ansys-ls-dyna.pdf
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Tasmmyua 45. Ilpouszsomgmrenpaocts EPYC 9005 B Tectax
SPEChpc 2021

Pasmep Tecra: | Pazmep Tecra:
Monens Yucoo/tun sinep | Koudurypanums tiny <nall

EPYC 9965 192/Zen 5¢ 2P 22.9 2.21
EPYC 9755 128/Zen 5 1P 9.24

2P 22.1
EPYC 9555 64/Zen 5 2P 17.7 1.71
EPYC 9754 128/Zen 4c 1P 7.32

2P 16.4
EPYC 9684X 96/Zen 4 2P 16.0 1.55
EPYC 9654 96/Zen 4 1P 6.99 0.735

2P 14.2 1.59

B Tabaunie npuBeseHbl TOJIBKO MaKCHUMaJbHbIE NOCTUrHYThIe Ha 14.04.2025 pesyibraThl.

K COXKaJIEHUIO, JaHHbIE ITPU OJMHAKOBOM YHCJIE d/Iep 31€Chb OTHOCATCA
K UX Pa3HbIM THUIIaM.

Hemamno mannabix o npoussogurenbuoctu EPYC 9005 u Xeon 6980P
nmosiBIJIOCh B PTS-rectax Ha caiite openbenchmarking.org. Ha 15.04.2025
B PTS-Tectax mosteky/sproii aunamukun (GROMACS, NAMD, LAMMPS) Xeon
6980P ware coBceM HEMHOTO OTCTABAJI IO TPOU3BOJUTEILHOCTHA OT CTAPIITUX
mogeneit EPYC 9005. OrcraBanue TakzKe HaOJIIOIAJIOCH B IIPUIOXKEHUSIX
Mmostekyssipaoro jiokuara (miniBUDE) u ksauropoit xumun (NWChem).

B ommux PTS-TecTtax m3 umcia BXomdmmxX B NPB meMHOro OBICTpee
6611 Xeon 6980P, B gpyrux — EPYC 9755. B stux manubix PTS-recToB
HaJI0 oOpaIaTh 0coboe BHUMAHUE Ha «d(P(PEKTUBHOCTD MACIITAOMPOBAHUS»
IIPOM3BOIUTEIBHOCTU C YNCJIOM UCIOJIB3YEMBIX sIJIEP, PO 9TO MHOTOKPATHO
TOBOPUJIOCH BBIIIIE.

W3 nannbIx 0 MpomsBoguTETLHOCTH BhIBOAa Mojereir I ykaxkem na PTS-
rectnl Ha 6aze cozmanubix Intel cpexcrs OpenVINO, B koropbix (na 17.01.2025)
mporieccopbl Xeon 6980P unorma omepexamun EPYC 9755, a unoryma oTcraBasim.
ABTOp He pacrosaraer JaHHBIMU 00 MCIOJIL30BAHUU AMX MJIM ONTUMHU3UPOBAH-
HBIX TPOrPaMMHBIX cpeicTB Intel B aTux Tectax. Mbl majiee orpaHndInMcs
TOJIBKO CPABHUTENbHBIMU JaHHBIME 13 [200].

B Tabsmuite 46 npuBeieHO 0OYeHb HEDOBINOE KOJIMIECTBO OTOOPAHHBIX
JIaHHBIX U3 1oaydeHHbIX B [200] pesysbraTos. OT60p 6bl1 OpUEHTUPOBAH
"a obacts HPC, xora B Tabsmuiie ecth u maHHble 1711 Tecta TensorFlow.
[IpoBegenublit BHIGOP HE MOXKET KOMIIEHCHPOBATH YKA3aHHBIE BBIIIE HEJOCTATKA
HEKOTOPBIX PTS-TecTOB, XOTsI MeHee HH(MDOPMATHBHBIE PE3YJIBTATEL MbI CTAPAJIICE
HE MPUBOJIUTD.
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TaAas/myA 46. Jlanable 0 TPOU3BOAUTEIFHOCTHA TPOIECCOPOB
Xeon 6, EPYC 9005 u upeapiaymux nokosaenuii Xeon u EPYC
B PA3HBIX TECTAX IIPOU3BOIUTEIHLHOCTH

HPCG | NPB 3.4 Open ﬁeni\?rflgg
. esNet-50,
ey |7 |31 MG, R e | e e, | BS=512.

GFLOPS MOPS ’ unzobpazke-
CORYHA Huii/c
Xeon 6980P/ | 1 86.32 240025.24 | 123.73 1562.7 20.545 234.72
(102?\/IRDIMM)1 2 | 170.16 | 451798.00 | 73.45 1609.5 32.669 180.57
Xeon 6980P/ | 1 65.22 196892.69 | 131.37 1564.2 21.086 223.12
128 2 | 127.62 | 387445.06 | 71.30 1612.6 33.120 178.53
Xeon 8592+, | 1 35.14 107321.89 | 302.06 1878.3 10.477 140.53
64 2 69.30 220893.78 | 137.04 1809.7 18.540 169.75
Xeon Max 1 30.59 86407.46 | 410.29 8.282 125.14
9480/56 2 62.64 171436.47 | 186.33 14.127 138.39
Xeon 8490H/ | 1 31.07 83448.70 | 420.65 8.762 148.45
60 2 60.85 163333.21 | 196.50 18.540 174.95
EPYC 9965/ | 1 60.70 112588.99 | 176.40 1557.9 23.142 247.22
192 2 93.62 223715.54 | 79.38 1594.0 30.707 204.43
EPYC 9755/ | 1 63.67 167026.93 | 160.37 1326.2 22.729 246.24
128 2 64.02 361767.36 | 74.46 1310.1 34.382 210.75
EPYC 9575F/ | 1 63.90 159641.78 | 233.12 1225.7 14.651 254.02
64 2 | 101.90 | 301867.19 | 103.87 1127.7 26.665 279.74
EPYC 9754/ | 1 23.63 125567.07 | 449.47 1700.0 13.242 135.17
128 2 41.87 245447.72 | 137.11 1712.6 21.305 174.93
EPYC 9684X/ | 1 27.58 134994.14 | 178.25 1450.5 15.222 121.96
96 2 44.95 244738.81 | 93.57 1429.9 22.525 137.50
EPYC 9654/ | 1 28.32 116725.04 | 325.42 1575.5 12.514 161.90
96 2 42.52 194942.32 | 137.11 1558.4 20.234 133.87

Hp[/IMC‘IElHl/I(L KpaCHblM noMmedeHbl HauboJiee BBICOKOIIPOU3BOAUTEJ/IbHBIE pe3yJibTaThbl TECTOB (OT,J:(CJ'II:HO pituscy
1P- min 2P-kondurypanuii). DTo Tak)Ke IOKA3bIBAET, GOIbIINE MU MEHBLIINE BeJHYUHBl OTBEYAIOT GosbIueil
IIPOU3BOJUTEJIBHOCTH B KOHKPETHOM TEKCTE. CI/IHI/IM LOBETOM IIOMEYEeHBbI JaHHbIE [JIf IIPOLEeCCOPOB Ha Aapax
Zen 5c unu Zen 4c. Bece BapuaHTBhl TECTOB M pe3yJbTaThbl TECTOB B ,Z[Z‘LHHOI‘/‘[ Ta6.ﬂHHe*I/I3 COOTBETCTBYIOMNX
pesynbTaToB PTS-TecToB Ha caiite openbenchmarking.org n B [200]. Mcnonbsyemble B Tabinie BeTHIHHBI:
n — 9ucJo npoueccopos, BS — pasmep nakera.

1B cilydae OTCyTCTBHUs yKa3aHHUsI Ha HCIIOJIb3yeMyIo I1aMsTh B Xeon 6 mojapasymMesBaercsi pabora

2 58 M. puibpan s cemeiicrsa ecron NPB 1.4 10 cooSpanermns Sonormeli oTaanennooTs o7 o6macTH
HPCG. B recrax SP.C u EP.D Ghictpee Gb11 Xeon 6, B tecrax CG.C, LU.C u 1S.D— EPYC 9005.

B sroii Tabaune npecrasiensl pesyiabrarsl [200] ags recros HPCG

(¢ pasmepamu mnozcerok 144) u OpenFOAM (drivaerFastback, Medium Mesh

Size), rje NPOIMyCKHAsi COCOGHOCTD MAMSITH JIOJPKHA ObITH CYIECTBEHHOMN J1Ist

MakcuMu3aluu npoussoauresibHocTu, NPB MG.C, a Tak:ke IByX APYrux

OOBIYHO OTHOCHMBIX CKOpEE K BBIUHCJIUTE/bHO-HHTEHCUBHBIM [TPUIOXKEHIIH

HPC u3 obnacru serancanreasroil xumun — NWChem (KaHToBast XuMmust) u
GROMACS (MousekysisipHasi TUHAMUKA).
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Kpowme Toro, B Tabuuie npejicrasiens! ganabie u3 [200] s u3BecTHOrO
PTS-tecta aJ1s 3a1a4 BbiBoja VI - B mogenu RESnet-50 s dpeiiMmBopka
TensorFlow st makeroB pasmepoMm 512. 3iech HaJI0 UMETh B BHULY, 9TO
[IPOU3BOIUTEIBHOCTH TAKOTO TECTA CJIA00 MACIITADUPYETCs C yBEJIMIeHHEM
qucia suep upu 3amene mozmenu LI, mpu mepexoze ot 1P- k 2P-kouduryparmsim
¢ EPYC 9004 u Xeon EMR/SPR. Bosiee Toro, Ha HOBEHIIUX [IPOIECCOPAX
Xeon 6 1 EPYC Zen 5 npou3BouTeIbHOCTH BOODINE YMEHBINAIACH TIPU
repexojie or 1P- K 2P-koHurypamnun. dTU JaHHbIE [IPUBEJEHbI B TabJnlle 1
JIJIST WITIOCTPAIIME TOTO, YTO JIJIsl IMUPOKO PACIPOCTPAHEHHBIX TECTOB YaCTO
TpebyeTcsi aKKyPATHBIA aHAIU3 JJIsl TIOJTyYEHUsT TPABUJIbHBIX BBIBOJIOB.

Hecmorpst Ha ouerb HeOOJIBIION Hepuo, nociie nosBierns Xeon 6 u EPYC
9005, puBe/IeHHBIE BBIIE JaHHbIE BCE-TAKH JAIOT JIOCTATOYHO IMUPOKUN OXBAT
obJiacTeil IpUMeHEHUs JIjIs CAMOI'0 TIePBOHAYAJBHOIO YPOBHSI OIEHOK.

Xord B Tabsmie 46 9acTh TECTOB MIPOJAEMOHCTPUPOBAIHN IIPEUMYIIECTBA
npoussogurebHocT EPYC 9005, a gpyras— Xeon 6, He cjiejiyer BOCIPUHIMATH
5T0 Kak uMerolee obmmit xapakrep. B [200], kak u B pesysbrarax PTS-recToB
Ha caiite openbenchmarking.org, y>ke mmeercss OrpoMHOE KOJIMIECTBO JIPYTUX
JAHHBIX. BayKHO TOJIBKO aKKyPaTHO CMOTPETH, KAKOW CMBICJI UMEIOT STHU
pPe3yJIbTATHI.

Ho B nemom, B omuane ot comocraBiaeHHbIX B 0630pe EPYC 9004 u Xeon
SPR/EMR, nporeccopnl Xeon 6 ¢ MOMEHTa CBOETO IOSBJICHUS JIEMOHCTPUPYET,
B ToM umuciie B objactu HPC, 3ameTHO 6OJIBINIEE YUCJIO MIPEUMYIIECTB
npousBouTeabHOCTH OTHOCHTEbHO KPYC 9005, ueM 310 66110 B 00/1aCTH
«BOKPYT YEeTBEPTOI'O MTOKOJIEHUS> CEPBEPHBIX IIPOIECCOPOB X86.

Yreepxxaenue B [200] o qomunupoBanuu npoussogureasaoctu EPYC
9005 MOKHO OTHECTH TOJILKO K HCIIOJIG30BAHHOMY TaM HaOOPY TECTOB; B 00IIEM
CJIy4ae TaKoe YTBEPXK/IEHUE BBINJIAIUT NpexiespeMeHHbiM. Hano Takxke nmern
B BUJLy, 9TO OOJiee BBICOKAsI IIPOM3BOIUTEBHOCTD MOIJIA ObITH JOCTUIHYTA TaM
Ha, TTPOIIECCOPAX ¢ MEHDLIITUM YUCJIOM SJIED.

W3 ckazaHHOTrO BBIIIE O TPOU3BOMUTEIHLHOCTH CTAHOBUTCH elrle Dojiee
BaXXHBIM y4eT CTOMMOCTH U dHepronorpebsennsd. [lensr mrs Xeon 6900P
u EPYC 9005 Ha MoMmeHT Halmmcanusi 0030pa IIpUBeieHbl B Tab mie 44.
Hamo ormernuTs, uro pamee menbl Xeon 6900P paszpaboTdnkoM mpeiarajnch
CYIIECTBEHHO (0Jiee BBICOKME, 3aMETHO IIPEBOCXOIAIIIE II€HbI aHAJIOIOB (B
nepByio odepens 1o uucity giaep) 8 EPYC 9005, a 8 2025 roxy Intel nonusumia
tenbl [367]. XoTst cerofHAIIHEE TIEHBl Y aHAJIOTHYHBIX IPOIECCOPOB Xeon u
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EPYC 6au3ku, y Xeon oun uyTh Huke. Ykazaunuasie TDP y EPYC 9755 u
Xeon 6980P cosnazator. Ho no nauubiv [200], B IPUMEHSIBIIUXCST TAM TeCTax
CpeJHue U IUKOBbIE 3HAYEHMS UCIOJIb30BaHHBIX mporeccopamu EPYC 9965,
9755 u 9575F momrHOCTEl OBLIM 3aMeTHO HIKE, 9eM y Xeon 6980P, koropsrit
1MeJI TUKOBOe 3HepronoTpebiienne 547 Br, 3amerno Bbie csoero TDP.

B nesom, uTO Kacaercs COOCTABJIEHHUs OTEHINAJIBHOM 3 deKTHBHOCTH
npumenenns Xeon 6 1 AMD EPYC Turin, To, XOTsI OSIBUJIOCH YK€ HEMAJIO
JAHHBIX O TPOU3BOIUTETHHOCTU BBIYUCIUTEIHHBIX CUCTEM Ha WX OCHOBE,
nHAOPMAINN VI B3BEIIIEHHOI'O UX AHAJIN3a B HACTOMAIIEE BPEMSI BCE €Ile
HEJIOCTATOYHO.

7. O nocTtpoeHuun y310B KNacTEPOB N CYNEepKOMIMbIOTEPOB
C ncnonb3oBaHMEM cepBepHbix x86-npoueccopos

B srom paszese ¢ yueToM IIPOBEJIEHHOIO BBIIIE aHAIN3a CHOPMYIHPOBAHBI
HEKOTOPBIE ODIIHe MOIXObI I UCIIOIH30BAHUS CEPBEPHBIX IPOIECCOPOB X86
[IPU TOCTPOEHNN KJIACTEPOB U CyHepKOMITbIoTepoB miist 3ay1ad HPC u U, u
JIAHBI CCHIJIKU Ha COOTBETCTBYIOIINE IIyOJIUKAIUN.

JJist TaKUX BBIYUCIUTEIbHBIX CUCTEM CErOJIHs BOZHUKAET 3 PA3HBIX
6a30BBIX BAPHUAHTA.

(1) IocTrpoenne Ha Ga3e TOMOTEHHBIX Y3JIOB

(2) T'ubpuable BapHaHThI, KO/ OJMH MOJIKJIACTED CTPOUTCS U3 TOMOTE€HHBIX
y3u10B, a apyroit cogepxkur GPU (upumep Takoro— cylepKoMIIbIOTep
LUMI®)

(3) TlocTpoenne ¢ UCHOIB30BAHUEM T€TEPOTEHHBIX y3JI0B, COAEPKAITAX
mnporeccopst x86 u GPU

OnruMasbHBI BEIOOP IIPOIECCOPOB [IjIs BADUAHTOB (1) WJid (3), KaK U JJIst
COOTBETCTBYIOIINX YaCTell KJIaCTEpOB JIJIsi BTOPOI'O BapUAHTA, MOXKET OBbITh
Pa3HBI.

ITo ymomganuio B 9TOM pa3zesie MPEeAoIaraeTCs CTPEMIIEHIE K MAKCIMI-
3aIiy TPOM3BOIUTEIHLHOCTH. B cilydae OpHeHTAIlMl HA CTOMMOCTD, OTHONIEHUE
[IPOM3BO/IATENBLHOCTD / CTOUMOCTD, 9HEProahdOEKTUBHOCTD WX IJIOTHOCTh
YIAKOBKHU 0O 9TOM $IBHO TOBOPHUTCS.

51nttps://docs. lumi- supercomputer.eu/hardware/, accessed 18.04.2025.
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Kiacrepbl 1 CynepKOMOBIOTEPBI ¢ TOMOT€HHBIMU y3jamu. Kiac-
CHYECKUM [IPUMEPOM UCIIOJb30BAHUST KJIACTEPOB ¢ TOMOI'€HHBIMU y3JIaMH,
OPUEHTHPOBAHHBIM Ha 3371a4n 00paboTKu GONBINMX JAHHBIX (BKJHOUas pabory
¢ BII) u N, sisasiercst npuMenerne kaacrepos Apache Spark u Hadoop (cM.,
Hanpumep, [380-385]). OnHako B paboTe ¢ HUMM MOXKHO UCIIOJIB30BATDH U
GPU (cm., nanmpumep, [386—389]). Xora 11€1€c000pa3HOCTh (yIUTHIBAS U
CTOMMOCTHBIE TTOKa3aTesm) npuMmenenns 3xecs GPU B HEKOTOPBIX Cirydasx,
€CTeCTBEHHO, BbI3bIBaeT BOpockl [390].

Jlajiee B OCHOBHOM IIDEJIIIOJIATAETCSI OPUEHTAIINST BHIYMCIUTEbHBIX CUCTEM
na HPC. B ciyuae kjiacrepa u3 roMOreHHBIX y3JI0B, €CTECTBEHHO, OIITUMAJIbHEEe
TaKue Iporeccopsl x86, KOTOPbIE U JAIOT MAKCUMAJIBHYIO IIPOU3BOAUTEIHHOCTD
y3J1a TaM, Ijie OH Oy/eT UCIOIb30BaTheA. [iis KiiacTtepa mwin CynepKOMIIbIOTeDA.,
OPHEHTHPOBAHHOIO HA MCIIOJIHL30BAHNE B OIPE/IEJIEHHBIX 3apaHee N3BECTHBIX
00JTACTSIX PUMEHEHUs, MOXKET OKA3aThCs BBITOIHBIM, HAIIPUMED, OTKA3 OT
HEOOXOIMMOCTH OJIJIEPKKU BHICOKOTIPOU3BOIUTEIbHON peauzaruu AV X-
512, obecreunBaeMoil MacIITAOUPyEeMbIMU IporeccopamMu Xeon 4-ro u 5-ro
ITOKOJIEHUHi, YTO COOTBETCTBEHHO JIaeT MMOTeHInaIbabIe npenmyiecrsa EPYC
Zen 4.

B cayuae ¢ HebonpimmMu KiiacTepamMu, BEPOSATHO, CTOMMOCTD ITPOIECCOPOB
6osiee BaxkHa. COOTBETCTBEHHO HOJIEE €CTECTBEHHON MOXKET OBITh OPHEHTAIINS
HA OPOIECCOPBI ¢ 60JIee BLICOKUM COOTHOIIEHUEM IIPOU3BOIUTELHOCTD /CTOU-
MOCTbh, KOTOPO€ MOXKeT ObITh JIydllle Jisl IPOIECCOPOB cpejHero Kiaacca [100].
TToste3nast obrast opueHTAIWS I IOCTPOEHIS SKOHOMUYIECKH 3(PMEKTUBHBIX
KJIACTEPOB C y3jlaMH Ha 0a3e pacCMaTpUBAaEMbIX B JaHHOM 0030pe IPOIECCOPOB
st 06paboTKu Gosbmux naHubX gaHa B [391]. Jus sanaa CFD umeercs,
HaIPUMED, CIelHaJbHas METOINKA BbIOOPA AIlapaTHBIX CPEJCTB C yIETOM
CTOMMOCTH U TIPOM3BOAUTETbHOCTH [392].

Ho Hajo uMeTs B BUy BO3MOXKHOCTH 3((EKTUBHOIO paclapaJsiie/nBaHIs
HUCIIOJIb3YEMBIX TPUJIOYKEHUN BHYTPHU KarKJIOTO y3J1a, YTO BaXKHO B IEPBYIO
O4epe/Ib JJIs TAKUX KJIACTEPOB, IJIE JIOCTATOYHO YETKO OIIpesieieHa 00JIACTh MX
npumMenenus. [Ipu ouenb O0JIBIIOM YuCIIE sI7ep B IPOIECCOPE MOXKET BO3HUKATH
cuTyarus, KOrja u3-3a OrPAHNIEHHOCTH IIPOITYCKHOM CIIOCOOHOCTH ITaMsITH
pacnapaJijieJJiBaHue C UCIIOJIb30BAHUEM CBBIIIE OIPEJIEJIEHHOIO YUCIa dA/1ep
MIPOIECCOPA MOXKET CTATh OECCMBICIEHHO, TOCKOJIBKY ITPON3BOINTEIHHOCTD
JaJjiee TPaKTUIeCKN He PACTEeT WM HAYUHAET YMEHBIATHCSA. DTO MOXKET
BO3HUKATDH ¥ CBSI3aHHBIX HAMSITHIO IPUJIOKEHUIT, €CJIU MPOILYCKHAS CIIOCOOHOCTH
MMAMSTH HACBIIIAETCS €IIle JI0 UCIIOJIb30BaHUS BCEX JOCTYIIHBIX B IIPOIECCOPE
sanep. KoneuHo, BOBHHKHOBEHHUE CUTYAIIMU ¢ HEBBITOIHOCTHIO YBEJTUICHUST
YUCIIA SJIEP B TPOIECCOPAX 3aBUCUT OT MCIIOJIB3yeMOI'O TECTa WJIU ITPHUJIOKEHUS
U pa3Mepa 33J1a4u.
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[Tiroxoe MacurTabupoBaHye MPOM3BOAUTEIHHOCTH C YBEJINIEeHHEM “TUCIa
HCIIOJIB3YEMBIX SIIep B CepBepe Yallle BCTPEYaeTCs U HanboJiee N3BECTHO
B obuactu CFD. Tak, B [393] u3yueHa 1pou3BoUTEIbHOCT IPH UCIIOJIb30BAHIN
penakcarmouubix cxeM Pyure-KyTtra B 2P-cepBepe ¢ 16-saepupivu Xeon
E5-2698v3, u yxyiienne pocta IPpOU3BOIUTEIHLHOCTH CJIa00 3aBUCETIO OT
pa3mepa 3aa4n. 11o100H0€E IPKO HPOSIBIISIOCH €IIIE B EPUOJ, UCIIOIb30BAHMSA
MmHorosiepbix Intel Xeon ¢ apxurekrypoit MIC (Many Integrated Core)— e,
HampuMep, [394].

Ecrecrsenno, B CFD umeroTcsi IpOTUBONOJIOXKHBIE JAHHBIE O POCTE
IIPOU3BOINTEIHHOCTHY TIPU MEPEX0Jie K paboTe ¢ COMEPKAIIMM OOJIbIIee IICII0
sanep u 6osiee moporum mporeccopom, st EPYC 9004 — cum., mampumep,
jansble PTS-rectoB OpenFOAM u WRF B [147].

Ho npoussogurensaocrs CFD-nipuoxkenus ¢ yBeIndeHneM IUCIa SIEP
[IPOIIECCOPA TTOCJIE OIIPE/ICIEHHOTO TIOPOra, MOXKET PACTH CYIIECTBEHHO HUXKE
JINHEHHOrO yCKOpeHusi. B Tex ke Tecrax B [147] st crapmmx Momesei
EPYC 9004 npupoct npoussoauresbocty B WRE ObL1 ouens mag, a
[I0 COOTHOIIEHUIO IIPOU3BOUTEIBHOCTE /cTonMocThb 64-snepubie EPYC 9554
obrousim 96-saepubie EPYC 9654.

OueBuAHO, 9TO yXyAllIeHuE MACHITAOUPOBAHUS IPOU3BOINTEILHOCTHI
TOJILKO MHOTIA 00YCJIOBJIEHO HEJOCTATKAMHE IIPOIYCKHOM CIIOCOOHOCTH IIAMSITH,
XOTsI Ha PabOTy C MAMATHIO B TAKUX CJIyYadX BHUMaHHE OOpaIaioT Beeraa (CM.,
HanpuMep, [395]).

TMono6HbIe cuTyanuu BosHuKaT 1 1pu pabore ¢ DGEMM. Tak, B [396]
it DGEMM u3 MKL pocr npoussoauresibHocT 2P-cepBepa ¢ 24-siiepHbIMU
Xeon 8160 (Skylake) upekpamascs upu ncnosb3oBanuu 16 siep, pasee
IpPOM3BOAUTENLHOCTD afada. B [397]| upoussomuresnsuocrs DGEMM u3 paspa-
6orannbix Intel cpegcrs Parallel Research Kernels B 2P-cepsepe ¢ 8-smepabivu
Xeon Eb5-2450 mpekparasia pacTu mpu 8 sapax.

AHaJiorudHbIE CUTYAINK B KJIACTEPaX HOCSIT GOJiee CJIOXKHBIA XapakTep.
TogBuiicst TakzKe crenuajbHbI Tepmun Heponoanucka (undersubscription),
KOTOPBII UCIIONIB3YETCsI B CJIydasiX, KOTJIa B y3JIaX KJIacTepa JJIs JOCTHKEHH
OoJIbIIIell TPON3BOIUTENIHHOCTH UMEET CMBICJI HCIOJIH30BATh B PACU€Te MEHbIIee
9HUCJIO AHeP, YeM NMEeeTCs B HAJUYUHU, & IPUINHA ITOrO 10 CHUX 0D HE
BoisiBiieHa. EcrectBenno, Takoe Habsomaercs B CFD. Taxk, 6110 moka3zano, 9ro
B npuioxkernn Ansys Fluent 3a cuer meponomanucku mpu padbore ¢ 60-s11epHbIME
EPYC Zen 3 (7V73X) MOXKHO NOJIy4IuTh ycKopeHue pacdera 10 50% [395].
Bosmozkno, 3¢hdekT HeJOMOIUCKN UMeeT MECTO B CJIydae paclapaJiie/HBaHus
C IpPUMEHEHNEeM TYPOO-4acTOT IIPOIECCOPOB B y3JIaX KJACTepa.



478 M.B. Ky3bMUHCKUI

Wcmonp3oBanne B y3/1ax MPOIECCOPOB C MEHBIIINM YUCIOM sifiep JIaeT He
TOJIBKO 3aMETHO MEHBIIYIO CTOUMOCTE, OOBIYHO O0JjIee BayKHYIO JIJIsI KJIacTepa, HO
U BO3MOXKHO OIIPEJIEIEHHBIN POCT IIPOU3BOAUTEILHOCTH 38 cYeT 60Jiee BBICOKIX
TAKTOBBIX YACTOT B TAKUX MPOIECCOpax, 9ToO XapakTepHo mis momeseit EPYC
9004. AHAJIOTUYIHO MOXKeT 0Ka3aThCsl, HAPUMeD, b dEKTUBHEE TTPUMEHEHNE
B y3sax Xeon Gold, a me Xeon Platinum. 910 cooTrBeTcTByeT CKazaHHOMY
9yTh BBIIIE O BO3MOXKHOI OpHEHTAIN Ha MOJIEJIN IIPOIECCOPOB CPEIHErO
KJlacca. B mpesesibHOM citydae, KOrjia MOTPeOHOCTh B JJOCTUTAEMOM yPOBHE
[IPOU3BO/IUTEIHFHOCTH HE TAK BBICOKA, MOXKET OKA3aThCsd, YTO 110 COOTHOIIEHUIO
IPOU3BOUTENLHOCTD / CTOUMOCTD BBIFOJHEE CO3/ATh KJIACTED U3 JBYX y3JI0B
C TIPOIIECCOPAMU C MEHBIINM YHCJIOM SI7epP, 9eM HCIOJIb30BATh OJIUH CEpBEpP
¢ TIporieccopaMu ¢ OOJIBINM YHCJIOM SIIEP.

C Apyroii CTOPOHBI, C YBEJTMYEHUEM UHCJIa Y3JI0B B KJIACTEPE TAKIKE MOXKET
HaOJIF0IATHCHA OTKJIOHEHUE MacCINTabUpPOBAHUSI IPOU3BOIUTEILHOCTA B CHJIBHO
XYAIIYIO OT ee JINHEHOro pocTa cTopoHy. lJist onpenesieHust, CKOJIbKO y3JI0B
B KJIACTEPE M KAKHE y3JIbl/IPOIECCOPHI OLTUMAJIBLHO BBIOPATH JJisl PelleHust
zagad CFD, B [398] upemoxena obimas Mmeroauka. B Heil yaurbiBaercs
[POU3BOJUTEILHOCTh U CTOMMOCTD (M COOTBETCTBEHHO IHEProa(HeKTUBHOCTS).
Xors 9Ta MeTo/uKa ObLiIa IIPOJEMOHCTPUPOBAHA Ha IIPUMeEPE ITPUJIOKEHUST
Fluent, ona mpumenuma u Jijist APYTUX TPUTOXKEHUIHA.

s GoJIbIUX KJIACTEPOB U CYHEPKOMITHIOTEPOB MX YETKAsI OPUEHTAIIMS
HA OIPEJIeJIEHHbIE TPUIOKEHUsT MAJIO BEPOsiTHA, CKOPEE IIPEIII0IATaeTCs
IIPUMEHEHNEe CaMbIX PA3HBIX, 3apaHee HerpecKasyeMbix npujoxkenuit. Coorser-
CTBEHHO ONTUMU3AIMsi BHIOOPA IIPOIECCOPOB JIJIsi OIPE/IEJIeHHBIX IPUJIOYKEHU
OeccMmpbiciieHa. s cymepKOMIBIOTEPOB HAallle BBIOMPAIOTCS TOII-MOJIEITA
COOTBETCTBYIOIINX CEMENCTB IPOIECCOPOB, U OOJIbITE BasKHBI SHEPrOdd-
dekruBHocTh (1 coorBercrBeHHO BaxkKHa TDP) u IJIOTHOCTH YIIAKOBKU.
CooTBeTCTBYIOINE BOIPOCH TPAKTUYHOIO U 3(PHEKTUBHOIO ITOCTPOEHUST
Y3JI0B CYIIEPKOMIIBIOTEPOB ¢ Ipou3BouTesbHocThio cBbime 100 TFLOPS (8
TOM YHCJIe C OPHEHTAIENl Ha SK3aMaCHITa0NPyeMble CYIIEPKOMIIBIOTEPHI 1
npumenerne GPU) pacemorpenst B [399].

KiacTepbl 1 cynmepKoOMIIbIOTEPHI C T€TE€POTreHHBIMHI y3JIaMM.
s cydaeB TOCTPOEHUS BBIYUCIUTEIHHON CUCTEMBI C T€TEPOTe€HHBIMU,
cozepzkarumu mporeccopbl x86 u GPU y3imaMu, curyanusi B OCHOBHOM HHASI.

B rereporennnix y3siax ¢ GPU TpeboBanust K mporeccopaM BO MHOTOM
WHBIE, €M JIJIsi TOMOTE€HHBIX y3JIOB. 339l IIPOIECCOPOB X86 — 3arpyKarh u
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obcayxuarh OC, 3ammycKkaTh Ha BBIIIOJHEHNE IIPOIPAMMBI, U CAMO€ BaXKHOE
- IPOU3BOANTEL OOMEH JaHHBIMU ¢ ogHuM uian HecKoabkumu GPU B y3ie.
B «mpenesbHOM ciiydaes IpaKTHYECKH BCe 00eCIiedeHre IIPOM3BOIUTEIbHOCTH
mepenaercsa B GPU, 3amaga nponeccopa - B ocaoBHOM KoMMyHuKarmu ¢ GPU
(mmm - He 00sI3aTeNBHO - MeXKJLy y3/amn). Bee pacaersl o CyTH BBITOJIHSIOTCSI
na GPU. Torga rraBabIM cTaHOBUTCSH ObecriedeHre ObICTPOro 0OMEHa TAHHBIMI
¢ GPU, a He BbICOKasi TPOU3BOIUTEILHOCTD CAMUX IIPOIIECCOPOB.

XoTs BCe CYyNEePKOMIBIOTEPHI TPEOYIOT MAKCUMU3AIINN dHEPTOI(DDEKTHBHO-
CTHU U IJIOTHOCTH YNakoBku, 1yist comepxkamux GPU ysmos (a npumenenne
GPU uossimaer s1eproahGeKTUBHOCTD) TO0 MOXKET CTaTh elle 6ojiee BayKHbIM.
[osToMy cumTaromuecss B HepBYIO oYepeib IHEProadHEKTUBHBIME TTPOIECCOPBI
ARM 311eChb CTAHOBATCSI BECHMa, aKTyaJbHBIMH.

CuadaJjia paccMOTpHUM BapuaHT, Korja mporeccopbl 1 GPU B yamax
OTJICJIEHBI JIPYT OT ApPYyTa, a HOTOM — BAPUAHT C WHTEIPUPOBAHHBIMU B €JUHYIO
mukpocxemy nporieccopamu ¢ GPU.

Kaxk ykazano B [391], npy uCnoIb30BAHAM IIPSIMOTO YIAJEHHOIO JOCTYIIA
k namsaTu (RDMA) npumenenune I0D B EPYC 9004 ¢ uaTerpamnueii Tam
xouTposiepa nmamsaru u PCle maer koporkwmii myTs Mexkay namsatbio u PCle,
9TO CIIOCOOCTBYET YMEHBIEHUIO 3a€PXKKU U YBEJIUYEHUIO HCIIOJIb30BAHMS
MIPOITYCKHO# CIIOCOOHOCTH OOMEHOB JaHHBIX MKy naMmaTbio u PCle. 9To
BAXKHO JIJIsI BBIYUCJIUTELHBIX cucTeM, cogepxkamux GPU, koropsie yacro
noxcoeauasiorcss mo PCle. B Xeon EMR obpamenne k namstu u PCle
pacIpeie/ieHO MeXKIy si[paMu, 9TO YBEJIUIUBAET JJIMHY [IyTH TAKUX Iepeiad
naunbpix. Ho B apyrux curyanusx sro paer mwuoc Jyist Xeon EMR [391]. 3uech
CJIe[lyeT OTMETHTD, 9T0 B Xeon 6 Takxke craj npuMeHaTbes 10D (em. pazmen 7
BbIIIIE).

Bce sr0 cranoBuTcst 6ojiee BayKHBIM, ITOCKOJIBKY B COBPEMEHHBIX CYIIEp-
KoMIbOTEpax yBejuuuaercs uncio GPU B y3ie, mpuxogdimmuxcst Ha OJuH
uporieccop [144]. Tak, B cynepkomubiorepe Titan aro coorrommenue 6110 1:1,
B Summit—3:1, a B Frontier—4:1 [399]. 1 Bo Frontier Gonee 99% onepanmuii
¢ wiaBamleil 3anaToil npuxoauTces Ha rpadudeckue uporeccopsl [144].

CoOTBETCTBEHHO CTAHOBHUTCS OOJIee BayKHOM M MAKCHMU3AIMS IPOIIYCKHON
CIIOCOOHOCTH OIl€PATUBHON IIAMATH C IIPOIIECCOPOM, JIJIsl 4er0 HeOOXO/IMMO
ucrob3oBarh ontnMaabayto NUMA-koudurypanuo. Tak, B 1P-y3max
cynepkoMiborepa Frontier ¢ 64-suepasimu EPYC 7A53 ucnosnbsyercst NPS=4.
Iponyckuas criocobHOCTH B TecTax stream ¢ NPS=4 jpocruramna 180 I'B/c, a
¢ NPS=1— rosbko okosio 125 T'B/c [144].
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Tak>ke BaxkHee CTAHOBHUTCS HOJJIEPIKKA B IIPOIECCOPE BO3MOYKHO CIIEIU(DH-
geckoro mexkcoenuuennss GPU npoussoguresns, nim yuusepcanpusix PCle min
CLX. Ilpumenenue mjist 3tux eneit ARM-IIporeccopoB MOXKET OKa3aThCs
6os1ee 3PDEKTUBHBIM, 9TO U OBLIO PEATMI0OBAHO B O0DLEINHEHHON MUKPOCXEME
Nvidia GH200 [2].

Ho na ceromust nogassstoriee 6ospiuacTBo cepBepoB ¢ GPU ucnosb3yror
x86-trporieccopbr Xeon min EPYC. Bo3moxkHO nTOHMKEHHBIE TpeOOBAHMS
K [IPOU3BOJIUTEILHOCTH MHOTOSIJIEDHBIX X86 B MeTEPOTeHHBIX y3J/1aX, JIaXKe
cojiepzkanux 1o Heckoyibko GPU, mpuBossaT K TOMy, 94TO B cepBepax-y3Jjax
CYTIEPKOMITHIOTEPOB 9aCTO OKA3BIBAETCSI JIOCTATOYHBIM TPUMEHEHUE OHOTO
[IPOIECCOpa ¢ DOJIBIIIMM IUCJIOM siJIEP, & He PaboTa C TPAIUITUOHHBIMU JIJIsI
HPC 2P-cepBepamu.

WnrocTparueil 9Toro saBJIsIiOTCs, HAIIPUMED, MOIHBIE CYIePKOMITLIOTEPHI
Hostopbekoro crmcka TOP500 2024 roja, KoTopble UCHOIB3YIOT B y3J1aX OJMH
orrrumusupoBannbiit 64-sepabiit EPYC Trento Zen 3 ¢ wersippms GPU AMD
MI250X — 310 6biBmMil Juaep ciucka Frontier [144], sanumaromuit 5-¢ MecTo
B 9TOM CIIHUCKE J'II/IJ:[‘I/IpyIOHH/Iﬁ 110 IIPOU3BOAUTEIBHOCTH B EBpOHe CyIepKOMIIbIO-
tep HPC6*? n maxomammiica na 8- mecre LUMI G*3. 3ampmmarommit Tam
19-e mecto Perlmutter® conepzxur B y3nax oxun 56-anepusiit EPYC 7763
¢ gerbipbMst GPU Nvidia A100. B sTux cymnepkoMIibioTepax UCIOIb3YIOTCS
cospemennble GPU kak or AMD, tak u or Nvidia. Ho ogroro nporeccopa
C MEHBIIIUM YHUCJIOM SIJIEP B y3Jji€ MOXKET ObITh HEJI0CTATOYHO.

Mozkno ykasarb takxke Ha Bxoggamuit B TOP500 memerkuit cynepKkoMIibio-
tep HoreKa-Teal, rie B y3max copmectso ¢ gerbipbMsi GPU Nividia H100
npumMensirorest o aga 32-suepabix EPYC 9354 [145].

3mech npuBoaminCch puMmepst ¢ mporeccopamu AMD EPYC, mockosbky
OHU aKTHUBHO UCIIOJIb3YIOTCs B JIUIUPYIONUX cyrieproMiboTepax TOP500
coBmecTHO Kak ¢ GPU or AMD, tak u ¢ GPU or Nvidia. 910 Bo MHOrOM
CBSI3aHO U C AKTUBHBLIM IIPUMEHEHHEM B CyIePKOMIIbIOTEPaX I'OTOBLIX Y3JI0B
HPE Cray, sanpumep, EX235a (¢ GPU AMD) u EX235n (¢ GPU Nvidia) [403].
B KpaTKOM OMHCAHUN 3THUX Y370B>> YKA3LIBACTCA TOMBKO KOIMIECTBO COKETOB
¥ THUII TIPOIECCOPA, & HE ero KOHKPETHAsT MOJIEb.

52https://www.eni.com/en-IT/actions/energy - transition - technologies/
supercomputing-artificial-intelligence/supercomputer.html, accessed 20.04.2025.

53https://docs. lumi- supercomputer.eu/hardware/lumig/, accessed 18.04.2025.

54https://docs.nersc.gov/systems/perlmutter/architecture/, accessed 18.04.2025.

55https://www.hpe.com/psnow/doc/a00094635enw? jumpid=in_pdfviewer-psnow, accessed
19.04.2025.
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[Ipormeccopsr Xeon 8480C, comepxxkarue 1o 56 sijep, TaKXKe 9aCTO UCIIOJIb-
gytorcs B yaiax cynepkomibiorepos ¢ GPU Nvidia H100. B cynmepkomibiorepe
Aurora (Bropoe mecro B cimcke TOP500) B y3yiax nmpuMeHsieTcs 1o J1Ba
52-anepubix Xeon Max 9470C u o 6 GPU or Intel (panee numenoBasiuxcst
Ponte Vecchio) [353]. Iyt yTouHeHUsT OTMETHM, UTO MOzesn ¢ cybdurcom
C oTiIn9aroTCa OT «OOBIYHBIX» TOJIBKO HECKOJIBKO ITOHU2KEHHBIMU MaKCH-
MaJIbHBIMHU TEMIIEPATYPHBIMHU [TOKA3ATEIMUA U OTCYTCTBAEM HEKOTODPBIX

HEMHTEPECHBIX JJIsl 38724 00630pa OIIUii.

3mech TakyKe HYXKHO OOpaTUTh BHUMAHUE HA TO, YTO BCE OOJIBINI
nporenT cepBepoB ¢ GPU wium rereporennbix y3i08, cofepxkamux GPU,
ucnosb3yores st 3agad U, Tam jqyis Hanbosiee KpymHOMACIITAOHBIX TAKUX
3aja4 Tpedyercs orpoMHas eMKocTh namaTtu, u B « GPU-yactu» takxke. Ho
COOTBETCTBEHHO TPOIIECCOPBI CEPBEPOB/Y3JI0B JIOJIKHBI UMETh BO3MOXKHOCTh
paboThI ¢ OYeHb OOJIBITIM AJIPECHBIM TPOCTPAHCTBOM U B (DU3WIECKOM ILJIAHE
TakXKe, n oxkujgaemoe pacipocrpanenne CXL-maMsTu, nojepKka KOTOpoi
UMeeTCsl B pacCMaTpUBaeMbIX B 0630pe nporneccopax AMD u Intel, moxker

cTaTh OOJIBIITNM IIOTEHIIUAJIBHBIM IIJIIOCOM.

Wcnonb3oBanue B y3jax Iponeccopos, narerpupoBanubix ¢ GPU, caumaer
BOIIPOC BBIOOPA MPOIECCOPOB IS Y3J1a, TOCKOJIbKY 3TO yIKe IIPOJIeIaHO
npousBouTeeM. B psijie cynepKoMIboTepoB HossOphekoro crmcka TOP500
2025 roma B ysnax npumensiercss Nvidia GH200, rae ¢ GPU unrerpuposan
72-snepuniii ARM Grace [13,357] (nauBbiciiee cpeju HUX, CEJIbMOE MECTO
saHMMaeTr cynepkommbiorep Alps [404]). Ho He MeHee aKTHBHO B 9TOM CIIHCKe
ucnosib3oBasca u AMD MI300A, B koropom ¢ GPU unrerpuposan 24-siepHblii
uporieccop Zen 4 [405]. JTugep TOP500, sx3adiioncHblil cynepKOMIIbIOTED
JIluBepMmopcKoil HanmoHaIbHOI j1aboparopun uMmenu Jloypenca El Capitan,
cojiepkuT B y3aax mo derbipe MI300A. B stux cynmepkoMmbioTepax TakKe
npumensiiorest rotoeble y3iasl HPE Cray EX254n nu EX255a [403].

BbiBogbl

IIpuBoaumMbIe najee BBIBOJBI OTHOCSATCS K PAcCMATPUBAEMOMY B 00-
30pe ycaoBHOMY deTBepToMy mokosennio Xeon u EPYC, eciou siBHO He

obroBapuBaercs uHoe (Hampumep, s nporeccopos Xeon 6 win EPYC Zen 5).
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CoBpeMeHHOE COCTOSTHIE CePBEPHBIX MTPOIECCOPOB X86-64 MOKa3bIBaeT, 9To
B I[€JIOM IIPEMMYIIECTBO B IPOU3BOIUTEILHOCTH U YHEPTOIPPEKTUBHOCTI
(a TakzKe B CTOMMOCTHOM IIJIAHE) CErOJHsI MOJIydaeT hbupMa, UMEoIast
IIPEUMYIIECTBO B HCIHOJIb3YEeMO#l IOJIyITPOBOIHUKOBON TEXHOJIOTUN
(AMD c¢ rexnonorueii or TSMC nosromy uaie onepezkana Intel). Dto
noarBepxKaaeTcs u yciexoM Intel ¢ Xeon 6 mocse mosiBjieHrst HOBO#
TexHoJsioruu Intel 5 mm.

B cirygae nmpuMeHeHns COBPEMEHHBIX HOTYIPOBOIHUKOBBIX TE€XHOJIOTHI
or 10 mm (Intel Xeon SPR) u HIKe ONTUMAJIBHBIM JJIsSI TAKAX IIPOIECCO-
POB CTaHOBHTCS IIPUMEHEHUE YHUIIJIETOB U, BO3MOYKHO, TPEXMEPHBIX
TEXHOJIOT'UIA.

Cospementble ARM-1porieccops! 1o MPOU3BOINTENBHOCTH (M IPOU3BO/IH-
TEJIBLHOCTHU HA $JIPO) IIPOJIOJIZKAIOT OTCTABATH OT CTAPIINX MOJEIeH
IIPOIIECCOPOB X86, OTHECEHHBIX B 0030pe K YCJIOBHOMY 4-My ITOKOJIEHUIO.
Xors npeumyniectBamu ARM-11porieccopoB 110 CpaBHEHUIO C CEPBEPHbBI-
MU poreccopaMu X86-64 0OBIYHO CUUTAIOT YHEPrOdPHEKTUBHOCTD,
nmanrnbie TectoB SPECpower _ssj 2008 1mmoka3blBajm IPOTUBOIIOIOXKHBIE
PEe3yJILTATHI.

Xors B GOJIBITUHCTBE MIUPOKO PACIPOCTPAHEHHBIX 0OJIACTEH ITPUMEHEHS
cepBepubix mporeccopoB EPYC 9004 onepexaror o 3pdeKTuBHOCTH
Xeon SPR (Bkirouast Xeon Max) n Xeon EMR, mMeeTCst MHOTO BazKHBIX
6oJtee Y3KUX HUIIL, B KOTOPBIX T HOoKoJeHus Intel Xeon moryT okazarbest
s dexTuBHEE.

B obnacru HPC 310 Moruyin 661 661Th Xeon EMR ¢ MPHIOKEHUSIMH, TJ1€
[IPOU3BOAUTEIFHOCTD JINMUTUPYETCS YMHOKEHUSMIA MATPHUI[. XOTS 3TO
OTHOCUTCsSI K JTocTaTo9HO HebosbIoit qactu HPC, a npsiMble maHHbIe
0 6oJtee BBICOKOI mpousBoauTesibnoctt DGEMM st Xeon 8592+
1o cpaBHeHuio co crapmumu Mogeasvu EPYC 9004 aBropy Hen3BeCTHBHI.
Boubinee anciio sijep B Takux mozeaax EPYC squMuaupyeT BOZMOXKHBIE
mwrockl Xeon EMR. A, Hanmpumep, B aKTUBHO UCIOJIB3YIONEM YMHOKEHUS
matpurt tecre HPL mMmerorcs npuBesennbie BoIle JaHnable 0 Oosee
BBICOKOI npom3BoauTensHocT EPYC.

B obaacrtu U (ecam st cooTBeTCTBYIONMIEH 3a/a4u He JIydllle cpa3y
npumensaTs GPU) Xeon (ocoGenno Xeon EMR) MoxeT 6bITH 3¢ dexkTnBHEe
6srarosapst mpuMenennio AMX-pacmpenus B ISA.

B obnmactu mpumenenus: BJ1 B mamsaTn mpenmMyIinecTBa Xeon BLI3BAHBI
[TOJIJIEPKKOI JI0 BOCBME COKETOB B C€pBEpax, UTO JIaeT BO3MOXKHOCTD
paboTaTh ¢ o0Iel MaMATHI0 OYeHb DOJIBINON eMKOCTH, KOTOPas HeJI0-
crymHa s 2P-cepBepos. [losiepkka paboTh! ¢ cepBepaMu Ha Oaze
Xeon, MMEONUMH CBBIIIE «OOBITHBIX» JIBYX COKETOB sIBJISIETCS OOIINM
[IPEUMYIIIECTBOM, KOTOPOE MOYKET ITPOSIBIATHCS U B JIPYTUX O0JIACTIX
IpUMeEHEHNsI, HaupuMep, u jyisa 3ajaa NN
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IIpumenenne B Xeon crenuaJn3npOBaHHBIX aKCeJIEPATOPOB CO3AI0T
JApyrue BO3MOXKHOCTHU Jjist 0OPA30BAHMS TAKUX HUIIL.

. Xors mpenmyIecTBa cepBepHbIX mporieccopoB AMD crajim Bo3HUKATH J10-
craTo4uHO aBHO (nocste nosiBierus mporeccopoB AMD Zen 2 Rome B 2019
roxy), ¢ EPYC 9004 ofiacTh ux ONTUMAJLHOTO ITpUMeHeHus! (BILIOTh
110 momenTa nosisienus Intel Xeon 6 Granite Rapids) makcumasibao
pacCIIupmiIach.

C mnosiBjiernem ocenbto 2024 roja nporeccopos Intel Xeon 6 Granite
Rapids (Xeon 6900P) u AMD Zen 5 Turin (EPYC 9005) ¢ HOBBIMU
[IOJIyIIPOBOJHUKOBBIMH TEXHOJIOTUSIMU CUTYAIIASA TIOMEHSETCH. XOTS
BO MHOTHX ciydasx rporeccopbl EPYC 9005 mokasbiBatoT Gosiee
BBICOKYIO IIPOM3BOUTEIbHOCTH, Xeon 6900P jemoncTpuUpyeT BO3MOXKHYIO
JIMKBUIAIIAIO JTOCTATOYIHO JIOJITOBPEMEHHOI'O OTCTABAHUST CEPBEPHBIX
uporeccopos Intel o mpoussoguresaocTu. B Xeon 6900P Intel mobunacs
yCIlexa W 3a CUeT YBeJIMUeHHOI MPOIYCKHON CIOCOBGHOCTHIO maMsTh (Tiie
pambIie 6bu1r orcraBanust 0T AMD 1mo mpou3BOIUTEILHOCTH B CBSI3QHHBIX
HaMAThIO npusiokenusx ), a AMD cuenana onpezesieHHbIN mar Buepes
upu pabore ¢ AVX-512; ryie oHa MOIJIa OTCTABATh B IIPOU3BOIUTEILHOCTH.

ITo mepe pocra gmncsia simep B mpoIeccopax CTajd Jalle BO3HUKATD
cuTyarnuu, Korja st Tpaauinonasix HPC-tipuioxkenuit npuMenerue
6oJiee crapimx u H6oJiee JOPOrUX MOJIeJIell ¢ OUYeHb OOJIBIINM IUCJIOM
sJIep B KOHKPETHBIX pacdeTax MOXKET JaTh 0ojiee HU3KYIO ITPOU3BOIU-
TeJIbHOCTD, YeM IIPHMMEHEHHUEe [POIECCOPOB ¢ MEHBIIUM IHUCJIOM sijiep (1
C TIOBBIIIEHHBIMA TAKTOBBIMU YacTOTaMu). Panee Takoe GBLIO U3BECTHO
B ocHoBHOM st 3astad CFD — korma addexkTuBHee OBLIO TPUMEHSITH
KJIACTEPHI C IMPOIECCOPAMY, UMEIOITAMA MEHBIIIEE TUCIIO SIIED.

B crapmmx mojesistx ¢ OOJIBIIUM YHUCIOM siJIEP MOXKET OKa3bIBATHCS
60Jiee HU3KUM ITOKA3ATE/Ih TEOPETHIECKO TIPOITYCKHON CIIOCOOHOI CIIoco0-
HOCTHU TIAMSITH B pacueTe Ha OJHO $IPO, & UMEIOIIIEeCs] JaHHbIe, HalpUMep,
a7 Xeon SPR n Xeon Max, roBopsaT O CyIIECTBEHHOM yMEHbBIIIEHUN
[IPUPOCTA MPOILYCKHOM CIIOCOOHOCTH TTAMSITU [IPH YBEJIMYEHUN IHUCTIa, siIep.
Bcee 310 cooTBeTCTBEHHO CIOCOOCTBYET YXYIIIEHUIO PACIAPAJIICTUBAHUS
C POCTOM YHCJIA SJIED.

DTO IPUBEJIO K HEJIOCTATOYHOCTU JAHHBIX OT IAPOKO BBITIOJIHSIEMBIX
TECTOB IIPOU3BOAUTEILHOCTU (B TOM YHCJIE C IIPUMEHEHHEM IIPUJIOKeHuiH ),
MIOCKOJIBKY B HUX OOBIYHO OTCYTCTBYET AHAJIN3 3aBHCHMOCTU IIPOU3BOJIU-
TEJBLHOCTU OT YUCJIA IPUMEHsIEMBIX sijiep (Hanpumep, B Tecrax PTS
B openbenchmarking.org). B pesyibrare HeKOTOpbIE OIIEHKH IPOU3BO-
JUTEIBHOCTA BO MHOTOM TEPSIIOT CBOW CMBICI U HE JAEMOHCTPUPYIOT
3 HEKTUBHOCTH TPUMEHEHUST PASINIHBIX MOJIEJIEH TPOIIECCOPOB.



484

7.

10.

M.B. Ky3bMUHCKUI

IIpumenenne anmapaTHbIX CPEICTB MOIJIEPKKI GE30ITaCHOCTH B pac-
CMaTPUBAEMBIX MIPOIECCOPAX, BOZMOXKHO, OY/IET PACIIUPATHLCS 110 Mepe
PACHIMPEHUs] UCIOIb30BaHus 00MadnbX Texuosoruii. Cozmannas Intel
noBasi Texnosioruss TDX Obura OCHOBaHA HA OTPOMHOM 0ObeMe PadOTHI,
B TOM YHCJIE€ B COTPYIHUYECTBE C JPYTUMHU U3BECTHBIMU KOMITAHUSIMHU.
TDX eruioyaer pacmupenust B ISA u Tpebyer JopaboTKU MPUIOKEHUH
st ee npuMenerust. [Tosromy TDX — 3710 60sbIm0it 3a1e/1 Ha OymyIee,
B IepBYIO odepesb i obradubix npuitoxkenuit. AMD B EPYC wuc-
MIOJIb3yeT YUCTO alllapaTHbIe CPeJCTBa Oe3omacHoCcTH, OoJiee IPOCThIe
10 CyTH.

OHAKO JaHHBIE O TOM, 9TO TPUMEHEHUE CPEJICTB GE30MacHOCTH
B COBPEMEHHBIX IIPOIECCOPAX BBI3bIBAET OOJIBIINE NOHUKEHUS TIPOU3BOJIU-
renabrocTu st HPC, a tak:ke HEOOXOAMMOCTD HPUMEHEHHS JIJIsi pAOOThHI
¢ TDX MmozjepHU3anuy KOJOB MPUJIOKEHUH Je1a10T 3T0 Hed(P(DEKTUBHBIM
JIJTsT BBICOKOITPOU3BOIUTEIBHBIX BBITUCICHUIA.

Baxwueitmumv moTeHmmaabHBIM TpenMyiecTBoM Intel octaiorcest co3anube
dbupmoii cpescTBa paspaboTku mporpamm, Britodasi oneAPI ¢ DPCH+.
Hecmorps na mHabI1i0/1aBIIHECH TPENMYIIIECTBA IPOU3BOUTEIHHOCTH
COBPEMEHHBIX CcepBepHBIX mporeccopoB AMD, TpaaumonHoe MIpoKoe
npumenenne SDK Intel moxkeT criocobcTBOBATH COXPAHEHUIO OPHEHTAIIUH
ua Xeon. Xorst npumenenne oneAPI kKak 0TKpBITOro crangapra ¢ OTKpbI-
TBIM UCXOJHBIM KOJIOM MOXKET OTYACTH OJIHOBPEMEHHO M HUBEJINPOBATH
wrtockl Xeon 1o otuorrerno Kk EPYC.

BosmoxkHO, IpuMeHeHre COBPEMEHHBIX CEPBEPHBIX ITPOIECCOPOB s 33181
WU 6yner pacimupsaThCs, B TOM YUCJIE U C IpUMeHeHneM KjacrepoB Apache
Hadoop mim Spark. B mepByto odepess 3T0 BEPOSITHO IO OTHOIIIEHUTO
K BbIBomaM Mmogesieii M. Ho B kKakux ciaydasx U HACKOJBKO 3TO MOXKET
ObITH peasbHO 3 dEKTHBHO 10 cpaBHeHmUO ¢ pabdoroit Ha GPU, moka me
COBCEM SICHO.

LITO KacaeTCs CYIEDKOMIIbIOTEPHBIX TEXHOJIOTUI 1 IIOCTPOEHNA KJTaCTEPOB,
CKa3aHHOE BBIMe paHee maBaJio npeumyinectsa mjiasi EPYC opu nx
UCIIOJIb30BAHUK KaK B TOMOI€HHBIX y3JIaX, TAK ¥ B T€TEPOreHHBIX C MCIIOJIb-
zoBamneM GPU. [Is romorenneix y35108 6e3 GPU mossienue Xeon 6 maer
BO3MOXKHOE HUBEJIMPOBaHUE OTCTABAHUS B IIPOU3BOIUTETHBHOCTH ITOTO
MOKOJIeHHsT Xeon 1o cpaBHeHuio ¢ Zen 5. B rereporennsix yzimax ¢ GPU
MOI'YT OBITh HECKOJIBKO MHbBIE 334U JJIsl IIPOIECCOPOB, C DOJIBIITAMEI
TPeOOBAHUSAME K IIPOIYCKHOW CIIOCOOHOCTH MTAMSITH, KOTOPAs MOYXKET
0Ka3aThCs B HACTOsAIIEE BpeMsI Bbllle B Xeon 6 ¢ 6osiee BICOKOCKOPOCTHOI!
naMsThbio. BaXKHBIM MOXKET CTATH W MPEUMYIIECTBEHHAS] OPUEHTAIIIS
AMD na 3amaun HPC, xors EPYC 9004 akTUBHO TPUMEHSIIOTCS W JIJIst
3a1aa 1.
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I'Ipvmoxenme. MCHOJ’Ib3yeMbIe B CTaTbeé COKpauieHusn

3/1eCch IPUBOISITCS TOJIBKO HEKOTOPbIE, HE CaMble KpaiiHe IUPOKO UCIOJIb3Y-
eMble B COOTBETCTBYIONIEH HAYIHOMN JIATepaType COKpAIleHns (¢ TOYKH 3PEHUs
ABTOpA), KOTOPbIE MPUMEHSIOTCS B TEKCTE CTATHY B CAMBIX PA3HBIX Pa3leiax, a
HE TOJIbKO B OPHMEHTUPOBAHHBIX HA KOHKPETHBIE MOJIEJIH ITPOIIECCOPOB.
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